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The scarcity and imbalance of high-quality annotated Cardiotocography (CTG)  

datasets pose significant challenges in developing most accurate fetal distress 

detection systems. To address this, a Generative AI based data generation technique 

and features selection method with classification framework was proposed which 

combines Auto-Encoders (AEs) and Recurrent Neural networks mainly LSTM and 

GRU models. The Auto-Encoder is employed to generate synthetic CTG data by 

capturing and reconstructing complex temporal patterns, effectively augmenting the 

dataset while preserving its physiological characteristics. These RNN models, 

designed for sequential data processing and feature selection, is then trained on the 

enriched dataset to classify CTG signals and detect fetal distress autonomously. 

Experimental results demonstrate that the proposed framework improves 

performance metrics for LSTM model with RmsProp optimiser when compared to 

GRU model interms of classification Accuracy of 98.71%, Sensitivity of 98.76%, 

Specificity of 99.37%, Precision of 98.65%, Weighted F1 score of 98.71%, Mean 

MCC of 98.06%, Mean kappa score of 98.05% and averaged AUC of 99.77% within 

elapsed time of 2.54 minutes. Furthermore, this methodology mitigates the effects of 

dataset imbalance, and enhances the generalizability of fetal distress detection 

systems. 

 

1. Introduction 

 

Fetal distress is a critical condition during pregnancy or labor that signals potential compromise 

to the fetus's health, often requiring immediate medical intervention. Timely and accurate 

detection is paramount for reducing adverse outcomes such as neonatal morbidity or mortality. 

A Cardiotocogram (CTG) is a widely used diagnostic tool [1] providing valuable insights into 

fetal well-being when compared to other techniques namely fECG, fMCG and fPCG 

recordings. Despite its clinical significance, the manual interpretation of CTG traces can be 

subjective. 

Signal processing [2] offers a promising avenue for automating fetal distress detection from 

CTG data. This study focuses on developing an autonomous fetal distress detection system 
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using a hybrid approach that combines Auto-Encoder (AE) models and Recurrent Neural 

Networks (RNNs). 

An autonomous Fetal distress detection system with the help of the Deep Neural Networks 

along with Generative AI models is proposed as shown the Fig 1 below that identifies of the 

fetal distress by using CTG dataset available in UCI repository. The dataset holds three 

conditions of the fetus Normal, Pathologic and Suspect thus procuring multi class classification 

problem. To balance the samples of each class using Generative AI model especially Auto 

encoders are applied on the dataset to generate synthetic CTG samples of high quality with 

minimum root mean square error. 

 

 
Fig. 1. Steps involved in the Proposed Methodology 

 

2. Related Works 

 

Cardiotocograms are critical tools used in obstetrics to monitor fetal well-being and uterine 

contractions, and advanced classification methods aim to enhance diagnostic accuracy for 

detecting fetal distress, hypoxia, or any other complications. Automatic detection of any 

abnormality in the fetus helps in the early diagnosis of the child birth and mother health. A fetal 

state can be classified by either CTG recordings or by analysing fECG, fMCG or fPCG 

recordings. Of all these techniques, CTG recordings gave better results for ML-based 

algorithms. 

Castillo et al. in [3] used fECG technique recordings with Wavelet Transform as preprocessing 

and detection of fQRS on ADFECGDB challenge 2013 dataset with k-medoids method for 

classification. 
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Chourasia et al. [5] implemented the WT-HT MLP method on an fPCG real-time dataset and 

achieved an accuracy of 95.7% for multi-class classification with 10 extracted features from 

the data. Subha V et al. in [6] has used Firefly optimisation based SVM classification on UCI 

CTG dataset and achieved an overall accuracy of 91.95%. Yılmaz E et al. in [7] integrated 

particle swarm optimisation and Least square SVM classification models on the same dataset 

and achieved an accuracy of 91.62%. 

Sharma P et al. in [8] implemented with 11 reduced features and obtained 96.21% for random 

forest 94.36% for Decision tree and 94.67% for k-NN classifiers. Kocamaz A et al. in [9] used 

Artificial neural networks (ANN) for classification of CTG dataset into Normal, Suspect and 

Pathological. 

Yılmaz E et al. in [10] used Multi-layer perceptron and probabilistic ANN models on CTG 

dataset and achieved classification accuracy of 90.35% and 92.15% respectively. Das S et al. 

in [11] implemented Furia-ANN model on UCI CTG dataset. 

The proposed work used Recurrent neural network, LSTM and GRU models on UCI CTG 

dataset by balancing with Autoencoders which outperforms other techniques interms of 

classification accuracy, F1 score, MCC and Kappa score and other performance metrics as well. 

 

3. Preliminary 

 

3.1 Dataset Description 

The dataset used is obtained from UCI machine learning repository available in free access 

online [12]. This dataset is attained from Sisporto 2.0 digital acquisition system and made 

available for free access. It majorly contains Fetal Cardiotocogram signal extracted feature 

values with measurements from fetal heart rate (FHR) and Uterine contractions (UC) labelled 

into three classes namely Normal (N), Pathological (P) and Suspect (S) by obstetricians. The 

data contains around 2126 records with 1655 Normal, 295 Suspect and 176 pathological which 

is an imbalance dataset. The entire dataset is of size 2126 x 22 which is associated with 21 

features for 2126 records and 1 column contains the three labels of the data. 

 

3.2 Data Preprocessing and Visualization 

Data preprocessing and visualisation is an important step to apply them to machine learning 

models. Depending upon the visualized and pre-processed data appropriate model can be used. 

The process involved in the data preprocessing stage is shown in the Fig. 2. To apply these 

values to the proposed model, initially the missing values must be handled by either removing 

them or replacing them with mean of the feature column where that value is present. 

Once the missing values are handled, the feature scaling is performed using z-score 

normalisation to improve convergence speed of gradient descent algorithms and enhances the 

potential of the machine learning models. The correlation between the scaled features is 

visualized using the heatmap given in the Fig. 3. Below. After proper preprocessing, the data 

set can now be applied to the proposed methodology as mentioned in the Fig. 1. 

 

 
Fig. 2. CTG Data preprocessing 
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Fig. 3. Heatmap for processed CTG data 

 

3.3 Balancing of the Dataset with Auto-Encoders 

A Generative AI based approach namely Auto-Encoder model was employed as a technique to 

generate the samples of the CTG classes that are aptly correlated to the original CTG data. 

Auto-Encoders are a kind of neural network models comprising of an Encoder, Latent space 

and a decoder as given in the Fig 4. The encoder component compresses the applied input data 

into latent space by extracting essential features. The decoder reconstructs the data from the 

latent space, attempting to reproduce the input as authentically as possible. The quality of the 

decoder is crucial for generating realistic and high-quality samples. 

 

 
Fig. 4. Internal Architecture of Auto-Encoder 

 

These networks are built in such a way to reduce the error between the original and 

reconstructed data samples. Out of the many applications of Auto-encoders like dimensionality 

reduction, Image synthesis Anomaly detection etc., Data Augmentation is one of the most 

predominantly used application which generate synthetic samples from the learned latent 

space, a base to Generative AI model. 
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Fig. 5. A basic architecture of RNN 

 

In LSTM-RNN the hidden layer of basic RNN as shown in Fig.5 is replaced by an LSTM cell 

as given in Fig.6 below. 

 

 
Fig. 6. Long Short-Term Memory Networks basic cell unit 

 

GRU Architecture: 

Unlike LSTM, it has only two gates in its basic unit cell namely Update gate and Reset gate 

which play a key role in calculating the present hidden state output vector ht as shown in the 

Fig 7 below. Following are the equations are used to analyse the GRU process, 

rt= Sigmoid (Wr xt + Ur ht-1)                                        (3) 

h̃t = tanh (Wh xt + Uh(rt ⊙ ht-1))                                       (4) 

zt = Sigmoid (Wz xt + Uz ht-1 )                                       (5) 

ht = (1- zt ) ⊙ ht-1 + zt  ⊙ h̃t                                       (6) 

Where r and z are commonly the reset and update gates. It can be observed that, GRU is most 

simple than LSTM, and is more efficient interms of computational cost and adaptability. But 

LSTMs are more accurate for longer datasets. 
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Fig. 7. Gated Recurrent Unit basic cell architecture 

 

Adam and RMSprop optimiser algorithms are used in the work for implementing fetal distress 

detection system. ADAM is an adaptive moment estimation optimizer that works well for a 

wide range of deep learning problems. A popular default choice. Whereas RMSprop is an 

adaptive learning rate optimizer that can handle non-stationary objectives, like those found in 

recurrent networks. 

 

4. Experimental Results 

 

The entire experimental analysis of the proposed work was performed on a computer having 

an Intel i5 microprocessor and 16 GB Ram and Nvidia GPU of 2 GB, while coding were carried 

out on MATLAB 2024a version software. The CTG dataset [12] of size 2126 samples with 21 

features and 3 classes Normal, Pathological and Suspect is used to analyse the fetal distress 

and build a detection model. Since the dataset is imbalanced with uneven number of samples 

for each class, relevant data is generated with Autoencoders with elapsed time of 114.45 

seconds making the dataset balanced with 1936 samples for each class. Hence the size of the 

dataset becomes 5808 x 21 with multi class classification. The balanced CTG dataset along 

with labels column are divided into train and test dataset in the ratio of 4:1 making 4646 

samples for train and 1162 for test data. 

 

The train dataset is now applied to Recurrent neural networks, especially LSTM and GRU 

models to train the networks with two optimisers ADAM and RMSprop. The test dataset is 

given to these models with appropriate RNN net training options, like Max Epoch set to 200, 

MiniBatch size 158, Learning rate to 0.001 for both the optimiser algorithms. The performance 

metrics for multi-class classification problem as given in [16] were evaluated and given in the 

Table 1 below. The four combination of confusion matrices are given in the figures below. 
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Fig. 8. Confusion matrix of LSTM model with RMSprop optimiser 

 

 
Fig. 9. Confusion matrix of LSTM model with ADAM optimiser 
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Fig. 10. Confusion matrix of GRU model with RMSprop optimizer 

 
Fig. 11. Confusion matrix of GRU model with ADAM optimiser 

 

From the confusion matrices given in the Fig 8, Fig 9, Fig 10 and Fig 11, the LSTM model 

with RMSprop optimiser has achieved an accuracy of 98.7% with Autoencoder generated data 

which outperforms other existing models applied on the CTG dataset. Also, LSTM with 

ADAM optimiser gave 98.45% which is also next best to other state of the art techniques. 

Similarly, GRU model with RMSprop gave 98.11% and the same with ADAM gave 98.28% 

overall classification accuracy. The remaining overall performance metrices are tabulated in 

the Table 1. given below. 
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Table 1. Overall Performance Metrics of the AE generated CTG data with RNN Algorithms 

Performance Metrics 
LSTM 

(Rmsprop) 

LSTM 

(Adam) 

GRU 

(Rmsprop) 

GRU 

(Adam) 

Overall Accuracy 98.71% 98.45% 98.11% 98.28% 

Classification Error 1.29% 1.55% 1.89% 1.72% 

Overall Sensitivity 98.76% 98.49% 98.08% 98.32% 

Overall Specificity 99.37% 99.24% 99.06% 99.16% 

Overall Precision 98.65% 98.40% 98.06% 98.21% 

Weighted F1 score 98.71% 98.45% 98.11% 98.28% 

Mean MCC 98.06% 97.67% 97.13% 97.41% 

Mean Kappa Score 98.05% 97.66% 97.12% 97.39% 

Averaged AUC 99.77% 99.79% 99.80% 99.87% 

Elapsed Time 2.54 min 2.19 min 4.69 min 3.44 min 

 

The comparison of the overall performance metrices is given in the Fig 12, which give a 

detailed bar graph on metrics of two RNN models, LSTM and GRU with two optimisers 

ADAM and RMSprop applied on each model, a total of four combination of results are 

obtained and are compared. Clearly, LSTM with RMSprop optimiser is having best results 

interms of overall performance metrics. Also the other models LSTM with ADAM, GRU with 

RMSprop and GRU with ADAM gave better results when compared to other state of the art 

techniques. 

 

 
Fig. 12. Examination of Overall Performance Metrics of the Proposed Models 
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Fig. 13. Metrics Comparison – Data Analysis Graphs 

 

5. Conclusion and Future work 

 

The fetal distress detection and analysis of the CTG recordings helps in early diagnosis of fetal 

health if any abnormalities persist. This helps in reducing the fetal death rate. The CTG dataset 

which is Imbalanced type is applied to the Auto-Encoder model and make the data balanced 

by generating samples for each class, Normal, Pathological and Suspect with 1936 samples 

each. This balanced dataset is split into train and test data, where the train data is applied to 

Recurrent Neural networks namely LSTM and GRU models with ADAM and RMSprop 

optimisers which reduce the feature set automatically and build a network that predict the 

samples of the test dataset and evaluate the various performance metrics of the multi class 

classification. 

Experimental findings of the discussed methodology show that Auto Encoder balanced data 

when given to RNNs algorithms outperforms other state of the art techniques. This dataset 

applied to LSTM model with RMSprop optimiser gave best results in terms Overall accuracy 

as 98.71%, Sensitivity as 98.76%, Specificity as 99.37%, Precision as 98.65%, Weighted F1 
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score as 98.71%, Mean MCC as 98.06% and Mean Kappa score as 98.05% with elapsed time 

of 2.54 minutes and average AUC-ROC as 99.77%. This model can be applied to real time 

system to build IoT based CTG Fetal distress detection model. A quantum-based machine 

learning algorithms can be further used to reduce the elapsed time and increase the efficiency 

of the model. 
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