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Crop recommendation is a crucial aspect of modern agriculture, enabling farmers 

to make informed decisions for optimal crop selection and improved yields. 

Technology driven agricultural process is gaining the boom as it is proving more 

beneficial in terms of in-creased yield production and reduced manual efforts 

.This research focuses on the devel-opment of a crop recommendation system 

based on soil data using Machine Learning algo-rithms. The methodology 

involves data collection, analysis, and the implementation of the various machine 

learning algorithms such as k-means clustering, Decision tree, Random Forest 

and Logistic regression to predict suitable crops for given soil conditions. The 

accu-racy of the model is evaluated, and the main findings of the research are 

presented. 
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1. Introduction 

Agriculture is the primary source to feed the growing population of the world and the selection 

of appropriate crops is vital for agricultural productivity and sustainability.  

Climate change and natural disasters are main environmental factors limiting the crop yield 

production and affecting the overall ratio of production and need [1]. Choice of the crop for 

cultivation should base on the soil contents, soil type and climate. To gain more yield 

productivity and farmers should aware these crucial things. 

Several Crop recommendation systems leveraging soil data and machine learning algorithms 

have gained prominence for assisting farmers in making data-driven choices [2]. Recent 

technological development using Machine Learning and AI in agriculture field is the key part 

to enhance the farming practices. Machine Learning techniques are data driven, intelligent and 
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having capability to learn itself without being explicitly programmed. It is classified as 

Supervised, Unsupervised and Reinforcement Learning [3]. 

This research aims to build a robust crop recommendation system using the various machine 

learning algorithms such as k-means clustering, Decision tree, Random Forest and Logistic 

regression to predict suitable crops for given soil conditions. Soil data, including pH, EC, 

Organic Carbon(OC),Available Nitrogen(N), Available 

Phosphorus(P),Potassium(K),Sulphur(S),Zinc(Zn),Boron(B),Iron(Fe),Manganese(Mn) 

,Copper(Cu) are collected from various agricultural regions from Pune District, Maharashtra, 

India. Collected data is labeled using K-Means Clustering as it is initially unlabeled. Model is 

developed in Python and trained using various Classification algorithms such as Decision 

Tree, Random Forest, Logistic Regression. Model performance is evaluated and results are 

discussed.  

 

2 Literature Review:  

A comprehensive review of existing studies related to crop recommendation systems, soil data 

analysis, and the application of machine learning algorithms in agriculture is presented. This 

review provides valuable insights into the methodologies used in similar research and lays the 

foundation for the proposed approach. A Crop Recommender System model is presented by 

Pande, Shilpa Mangesh et al.[3], using Machine Learning algorithms such as Support Vector 

Machine (SVM), Artificial Neural Network (ANN), Random Forest (RF), Multivariate Linear 

Regression (MLR), and K-Nearest Neighbour (KNN). Random Forest showed the best results 

with 95% accuracy and updating the datasets from time to time to produce accurate predictions 

are key outcomes. S.Pudumalar, E.Ramanujamet et al. [4] proposed the crop recommendation 

system for precision agriculture using ensemble model with majority voting technique using 

Random tree, CHAID, K-Nearest Neighbor and Naive Bayes as learners to recommend a crop 

for the site specific parameters with high accuracy and efficiency. Y. Jia et al. [5] presented a 

study of Temporal-Spatial Soil Moisture Estimation using machine learning (ML) regression 

aided by a preclassification strategy. The total observations are classified by land types and 

corresponding subsets are built for constructing ML regression submodels. Ten-fold cross-

validation technique is adopted. This approach has been shown to be effective for different 

ML algorithms, and the estimated CYGNSS SM achieved a satisfactory performance in daily 

and seasonal predictions. Gao, H.[6] performed Agricultural Soil Data Analysis Using Spatial 

Clustering Data Mining Techniques, study summarizes the characteristics of soil data and 

existing spatial data clustering methods, and compares spatial clustering algorithms employed 

in four categories of agricultural applications for soil data analysis. Raja, S. K. S.et al. [7] used 

sliding window non-linear regression technique to predict crop yield and price that a farmer 

can obtain from his land based on different factors affecting agricultural production such as 

rainfall, temperature, market prices, area of land and past yield of a crop. The analysis is done 

for several districts of the state of Tamilnadu, India. Kumar, A., Sarkar, S et al. [8] applied 

SVM classification 

algorithm, Decision Tree algorithm and Logistic Regression algorithm for Recommendation 

System for Crop Identification and Pest Control Technique in Agriculture And  found that 

SVM classification model gives the better accuracy as compared to other algorithms. 
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Kiruthiga, C., & Dharmarajan, K. [9] used data mining and machine learning algorithms like 

support vector machines (SVMs), Naive Bayes (NBs), decision trees (DTs), and linear 

discriminant analyses (LDAs) to make predictions and draw conclusions from agricultural data 

about soil-borne diseases and Crop yielding. 

Parvez, R., Ahmed, T.et al.[10] applied a Multinomial Logit Model (MLM) and predictive 

models including Random Forest (RF), Gradient Boosting (GB), and Light Gradient Boosting 

Machine (LightGBM) to assess their impact on rice and maize production. Their findings 

indicate that nitrogen, rainfall, and humidity significantly enhance rice yields, whereas 

temperature and soil pH negatively affect it. For maize, nitrogen is beneficial, while potassium, 

temperature, rainfall, and soil pH are detrimental. Mahmud, T., Datta, N. et al. [11] proposed 

approach to employ a hybrid methodology, where a Genetic Algorithm is utilized to optimize 

the hyperparameters of the model, enhancing its performance and robustness. Authors use a 

Random Forest classifier, a powerful ensemble learning technique, to classify the class labels 

associated with 22 different types of crops giving a remarkable accuracy rate of 99.3%. 

Burri, S. R., Agarwal, D. K. et al.[12] developed a model and evaluated and trained using data 

from the “Smart Irrigation System Dataset” made publicly available by the University of 

California, Irvine. A transfer-learned ResNet50 model is evaluated using various classification 

measures like accuracy, recall, precision, and area under the ROC curve (AUC). 

 

3 Methodology 

The prime objective of the research is to give proper recommendation regarding the  crop on 

the basis of properties of the soil using machine learning techniques. To achive the objective 

of the current research, experiments have been carried out using Python. Dataset used for this 

work is unlabeled. K-means clustering method of unsupervised learning is used to get the 

clusters of various crops. Further supervised machine learning methods are used to train the 

model (see Fig.1). The performance of all the trained models has been measured using 

performance measures namely accuracy, recall, precision, specificity and F-score. On the basis 

of the experimental results, comparative analysis of all the trained models has been carried out 

to reveal the most accurate technique for crop recommendation. 

 

Fig. 1.    Workflow of the Model 

3.1 Data Collection 

For current research problem, soil samples from various places of Pune districts of 

Maharashtra, India have been collected from Soil Testing Lab, Krushi Vikas Kendra (KVK), 

Malegoan, Baramati ,India. This dataset consists of 10396 rows with 12 input parameters 

representing soil nutrient status of Pune region. Dataset does not contain output value, it is 
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unlabeled. Parameters of dataset are pH, EC, Organic 

Carbon(OC),Nitrogen(N),Phosphorus(P) , Potassium(K),Sulphur(S),Zinc(Zn),Boron(B), 

Iron(Fe),Manganese(Mn) ,Copper(Cu) representing the soil properties.  Fig.2 shows the 

sample records from the dataset..  

 

Fig. 2. Sample data 

Contents of the each soil paramer is described in the Fig.3  

 

Fig. 3. Soil parameter contents 

3.2 Data Preprocessing  

Data preprocessing plays a key role in data analysis and machine learning phase [13]. 
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In this phase dataset is checked for missing values and missing data is handled either 

removing it or imputing the values [14]. Duplicate records and noise from data is removed to 

clean the data for further processing. Afterwards data transformation is performed to scale 

the values in similar range using the standard scalar of sklearn in Python 

3.3 K- Means Clustering  

K-means clustering is commonly used clustering technique in which the algorithm attempts to 

divide observations into k groups, with each group having roughly equal variance [15]. Cluster 

centroids represents the each group of the data. This algorithm works in two steps. First it 

assigns each data point to the closest centroid. In the second step it reassigns the centroid of 

the group by taking mean of the data points that are assigned to the group. The algorithm stops 

when further formed clusters make no longer changes [16].For the experimental study, K-

Means Clustering has been implemented to group the data into clusters. Optimal value of k is 

chosen as 3 and silhouette score metric used to evaluate the clustering technique. Its value 

ranges from -1 to 1 [17]. 

 Silhouette Score = (b-a)/ max(a,b)   (1) 

In equation (1) a is average distance between each point within a cluster and b is  average 

distance between all clusters. For the experimental data using k=3 the silhouette score is 

0.7946 as shown in Fig. 4. 

 

Fig. 4. Silhouette Score 

3.4 Model Training 

Decision Tree 

Decision trees are commonly employed algorithms for both classification and regression 

purposes. In essence, they construct a hierarchy of if/else inquiries to arrive at a final decision 

[18]. It operates by recursively partitioning the data into subsets based on the features that best 

separate the target variable. At each step, the algorithm selects the feature that optimally splits 

the data, typically by maximizing information gain (for classification) or minimizing variance 

(for regression). This process continues until a stopping criterion is met, such as reaching a 

maximum tree depth or a minimum number of data points in each leaf node [19]. 

Random Forest Classifier 

A random forest is a collection of decision trees, where each tree is slightly different from the 

others. The idea behind random forests is that each tree might do a relatively good job of 

predicting, but will likely overfit on part of the data [20]. If we build many trees, all of which 

work well and overfit in different ways, we can reduce the amount of overfitting by averaging 

their results 
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Multinomial Logistic Regression.  

Multinomial logistic regression, allows to predict the probability that an observation is of a 

certain class. For multiclass classification, multinomial logistic regression is used where target 

variable can have more than two values [21]. It is implemented using Softmax function [22]. 

If dataset is with highly imbalanced classes and have not addressed it during preprocessing, 

we have the option of using the class_weight parameter to weight the classes to make certain 

we have a balanced mix of each class. Specifically, the balanced argument will automatically 

weigh classes inversely proportional to their frequency [23]. 

 wj = n/knj (2) 

Where wj is the weight to class j, n is the number of observations, nj is the number of 

observations in class j, and k is the total number of classes.  

Support Vector Machine. 

Support Vector Machines excel at classification by identifying the optimal decision boundary, 

which creates the widest separation in terms of hyperplane between data points belonging to 

different class es[24]. In our dataset, we have data containing 12  features (i.e., 12 dimensions) 

and a target vector with the class of each observation Importantly, the classes are assigned 

such that they are linearly inseparable. That is, there is no straight line we can draw that will 

divide the three classes. 

K Nearest Neighbor 

The K-Nearest Neighbors (KNN) classifier is a straightforward yet widely used technique in 

supervised machine learning[25]. It is often referred to as a "lazy learner" because it doesn't 

build a model during the training process[26]. Instead, when it needs to make a prediction, it 

examines the 'k' nearest data points and predicts the new observation's class based on the most 

common class among those neighbors. The algorithm uses various distance measures such as 

Euclidian distance measure, Manhattan distance measure, Murkowski distance measure [27]. 

3.5 Performance Evaluation 

Performance evaluation of the model is carried out by using the metrics accuracy, precision, 

recall and f1score. 

Accuracy is the number of correct predictions divided by the total number of predictions 

[28][29]. 

 Accuracy =
TP+TN

TP+TN+FP+FN
                         (1) 

 

Precision identify the number of positive predictions which are relatively correct. It is 

calculated as the ratio of true positives to the sum of true and false positives for each class 

[30][31].      

                  Precision =
TP

TP+Fp
              (2) 
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Recall is the capability of a classifier to discover all positive cases from the confusion matrix. 

It is calculated as the ratio of true positives to the sum of true positives and false negatives for 

each class[32].           

 𝑅𝑒𝑐𝑎𝑙𝑙=𝑇𝑃/(𝑇𝑃+𝐹𝑁)                   (3) 

F1 score is a weighted harmonic mean of precision and recall, with 0.0 being the worst and 

1.0 being the best. Since precision and recall are used in the computation, F1 scores are often 

lower than accuracy measurements [33]. 

 F1 Score =
2∗PR

(P+R)
      (4)  

Fig.5 and Fig. 6 depicts the performance of the models with evaluation metrics.  

    
Fig. 5. Model evaluation with all features 

 

Fig.6. Model evaluation with important features 

 

4 Results and Discussions 

The study carried out using machine learning (ML) for intelligent crop selection based on soil 

properties yielded promising results. We collected soil data from KVK Baramati in Pune 

district. This data fueled the training and testing of an ML model, specifically a Decision tree, 

Random Forest, Logistic regression, SVM and KNN algorithms. The model exhibited high 

accuracy in predicting the most suitable crops for various soil conditions with and without 

selecting important features. Overall classification accuracy reached 99%, demonstrating a 

strong ability to identify appropriate crops based on soil analysis. Furthermore, the model 

performed well in terms of precision, recall, F1-score for different crop categories. 

 

5 Conclusion 

The research highlighted the machine learning models such as K-means clustering, Decision 

tree, Random Forest, Logistic regression, SVM and KNN in facilitating intelligent crop 

selection tailored to soil characteristics. The combination of soil data with these machine 

learning algorithms can greatly improve agricultural efficiency and sustainability, offering 

essential decision support for farmers. 
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