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Introduction: The aim of this proposed approach Elevating Naïve Bayes Optimization with 

Improved Convolutional Neural Networks (ENBO-ICNN), is to predict lung cancer (LC) death 

rates while considering the complexities and ethical concerns inherent in the function of deep 

learning (DL) algorithms in the healthcare domain.  

Objective: To address the limitations of data quality, disease complexity and the evolving nature of 

research in forecasting LC death rates by implementing the ENBO-ICNN approach.  

Method: The study gathered data from the NCRP dataset, preprocessing using Min-Max 

normalization and employing Principal Component Analysis (PCA) for feature extraction to 

develop the ENBO-ICNN approach for predicting LC mortality rates. 

Result: The efficacy of the ENBO-ICNN technique is demonstrated with its enhanced performance 

measures, which include significant recall, accuracy, precision, and F1-score in improving LC death 

rate predictions compared to existing methods.  

Conclusion: The proposed ENBO-ICNN approach signifies a significant advancement in predicting 

LC death rates, offering valuable insights into the complexities of the disease and addressing critical 
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ethical considerations associated with DL algorithms in healthcare.  

 

Keywords: Lung Cancer (LC), Death Rates, Deep Learning (DL), Improved Convolutional 

Neural Networks (ICNN).  

 

 
1. Introduction 

Lung cancer (LC) remains a significant obstacle for healthcare programs all around the 

world despite the considerable progress that should be made. According to the World 

Health Organization (WHO), which claims that 1.8 million people pass away each year 

from LC, the disease is a significant public health hazard.(1) Despite the considerable 

breakthroughs in medical technology and treatment methods that have occurred over the 

last several years, the prognosis for many patients who have LC is relatively poor. The 

predominance of adverse outcomes (2) can attribute mainly to late-stage diagnosis and lack 

of appropriate prognostic tools. There is reason for renewed confidence in battle against 

LC because of recent technological advances, such as predictive analytics and machine 

learning(ML). (3-4) The current status of LC treatment might be altered by combining 

meticulous data analysis and predictive modeling. It can improve treatment plans, 

personalize screening processes, as well as lessen the social and financial toll that this 

crippling disease exacts to create a workable plan. (5)  

The study (6) provided a combination of LDA and Optimal Deep Neural Networks 

(ODNNs) for Evaluating CT Lung Images. The research (7) determined the use of various 

ML classifiers to investigate whether or not data from the UCI ML repository could be 

used to categorize LC cases as benign or malignant reliably. The study (8) adopted a novel 

technique based on multi-omics data to estimate the prognosis of LC patients accurately. 

The article (9-10) examined over 65 studies that use ML techniques to forecast various 

illnesses. Future LC diagnosis methods must be developed utilizing medical IoT and the 

investigation primarily focuses on different ML algorithms used to detect multiple 

diseases. The work (11-12) utilized a pioneering interdisciplinary technique deployed 

initially to LC, using a combination of metabolomics and ML methods to find diagnostic 

biomarkers for early-stage LC. The study (13) presented a DL strategy based on the 

Adaptive Hierarchical Heuristic Mathematical Model (AHHMM). Automated radiation 

adaptation techniques have been developed for NSCLC. The research (14) described DL-

powered survival analysis system. There are three primary parts to the proposed method. 

The research (15) verified a model for predicting OS in LUAD. They are recruited from 

various groups of LUAD patients after applying ML algorithms to 492 patients' data from 

Cancer Genome Atlas (CGA).  

The study (16) provided a deep neural network (DNN) created by combining disparate 

collections of laboratory and genetic information for accurate prognosis of non-small cell 

LC (NSCLC) patients' overall survival. The article (17) utilized CNN architecture that 

they've dubbed Deep LRHE to evaluate histo-pathological images of patients to predict 

the probability of LC recurrence. The study (18) assessed the role of HRQOL in model for 

predicting LC patient's odds of survival five years after diagnosis using ML techniques 

(MLTs). The study (19-20) provided a novel multi-pronged deep learning-based strategy for 
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determining whether or not nodules are cancerous. They have constructed two deep 3D 

CMixNet architectures for nodule recognition and classification in the lungs, inspired by 

recent achievements in image processing using deep CNN.  

 

2. Methodology  

The study proposes an ENBO-ICNN to forecast LC mortality rates, focusing on data 

quality and disease complexity. NCRP dataset data is collected and normalized using Min-

Max and PCA is used to extract data features. Figure 1 shows the outline of our proposed 

work. 

 

Figure 1. Outline of the proposed methods (Source: Author) 

Dataset 

The majorities of the recent NCRP data spans a five-year (2012-2016) reporting period and 

were compiled from 58 hospital-based cancer registries (HBCRs) and 28 population-based 

cancer registries (PBCRs). The 28 PBCRs have been divided into the following regions: 

north, east, central, west, south, and northeast regions (NER). An HBCR, established at a 

specific medical facility, compiles statistics regarding cancer patients who obtain care 

through various healthcare specialties. They include essential details on the conditions of 

diagnostic manifestation, available treatments, and its prognoses, including mortality and 

survival.(21) Considering the requirements established by the International Classification of 

Illnesses for Cancer, the NCRP records tumors with a behavior code of 3. 

Data preprocessing  

Preprocessing data is crucial for standardizing it in classification, accelerating learning and 

addressing numerical issues like precision loss due to human computation mistakes. 

Normalization is essential for gradient calculations, where a broader quality range is 

preferred over a smaller one. This process is necessary for ensuring accurate classification 

as shown in (Equation 1). 

w = minnew + (maxnew − minnew) ∗ (
w−minx

maxx−minx
)                                          (1) 
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This method's power comes from its dependably maintaining the relationships between the 

different data pieces. There will be no misleading effect on the final result. 

Feature Extraction  

PCA is a linear technique that reduces dimensionality by projecting data in the direction of 

the most variability, starting with raw data and sorted eigenvectors. 

Step 1: Samples from a signal M × Min M dimensions can have their covariance matrices 

calculated as (Equation 2): 

Σ =
1

2
 {(w − w̅) (w − w̅)S}       (2) 

Where, w is the provided signal matrix with N data points of size M and w is the mean 

vector. 

Step 2: Determine the covariance matrix Q using the eigenvectors and diagonal 

components of matrix E as provided by (Equation 3) 

U−1ΣU = C          (3) 

Step 3: The eigenvectors of C should be sorted from highest to lowest Eigenvalue. 

Step 4: It’s possible to convert the data into a vector space by taking the dot product of the 

input data and the ordered Eigenvectors. 

Step 5: Based on proportion of variance they explain, choose the first few significant 

components. 

Improved Convolutional neural network (ICNN) 

The ICNN accurately predicts LC mortality by extracting complex spatial information 

from 3D lung scans and analyzing imaging data to improve prognosis by addressing 

geographical links and subtle patterns as shown in Figure 2. 

 

Figure 2.Architecture for ICNN (Source: https://www.researchgate.net/figure/Schematic-

diagram-of-a-basic-convolutional-neural-network-CNN-architecture-

26_fig1_336805909) 
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Mini-batch training is employed to handle the enormous quantities of data needed to train 

a CNN. Let W = [w1, … . ,  WN] To represent the K-dimensional activation features of an 

M-image training set and wjisLandz = [z1, … . , zM], zj ∈ {−1,1} to represent a vector 

holding the truth labels. The boosting approach uses a robust classifier, G(∙), the weighted 

sum of weak classifiers, g(∙) to produce the prediction as shown in (Equation 4). 

G(Wj) =  ∑ αi
L
i=1 g(wji,λi); g(wji,λi) =

e(wji,λi)

√e(wji,λi)2+η2
   (4) 

The wji ∈ wjfeature of image j is lower than the it activation feature. The weak classifier 

g(wji,λi)stands for each component and its result can be anywhere from (−1,1)
e(∙)

√e(∙)2+η2
is 

used to compute the derivative of sign approximatively (∙) function to optimize using 

gradient descent. In this work, we provide (wji,λi)
2 ∈ r, a typical AdaBoost function 

described as a decision tree with a single node (a decision stump) and a threshold ofλi. The 

parameter is stated e(∙)asη =
σ

d
, where is the standard deviation of e(∙)and d is a constant 

supplied by the distribution of e(∙) and defines the slope η of the function
e(∙)

√e(∙)2+η2
 in 

(Equation 5-7).  

ϵA = βεstrong
A + (1 − β)ϵweak       (5) 

εstrong
A =  

1

N
∑ (G(Wj) − zj

M
j=1 )2       (6) 

We get the weak-classifier loss when the weak classifiers' losses are added together. 

εweak =  
1

MN
∑ ∑  [g(wji,λi)1≤i≤l

αi>0

N
j=1 − zi]

2      (7) 

When the loss does not include dormant neurons due to the limitationαi > 0, the active 

neurons' weights as well as thresholds, among other things, are reset and refreshed with 

new Information.  

Elevating Naïve Bayes Optimization (ENBO) 

Thomas Bayes invented ENBO. The Bayesian optimization technique in (Equation 8-9) 

estimates class membership probability using the Bayes theorem. 

O(Z\W) =
o(W\Z)o(z)

o(w)
        (8) 

W = Information without a class 

Z = Data premise W pertains to a particular class 

O(Z\W)= the probability of hypothesis Z given condition W 

O(Z)= Probability of belief Z 

It should be noted that the classification process requires numerous suggestions to identify 

which class is suitable for the data this ENBO algorithm is examining in Equation (9-11).  
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O(ZI|W1, … . , Wm) =
o(z)o(W1,…,Wm|Zi)

o(W1,…,Wm)
      (9) 

Posterior =  
prior likehood

 evidence
        (10) 

The evidence value remains constant for each sampled class. The sample class to be 

categorized will be determined by comparing the posterior value to other posterior class 

values. A multiplication rule can be used to build on the Bayesian formula(ZI|W1, … . , Wm) 

as shown in Equation (11-13). 

O(ZI|W1, … . , Wm)         (11) 

O(Wj|Zi) =  
o(wj∩wi)

o(wj)
=  

o(wj)o(wi)

o(wj)
= o(wj)     (12) 

Since j ≠ i, we have 

O(Wj|Z, Wi) =  O(Wj|Zi)        (13) 

Since (Equation 12-16) above assumes naive independence, it’s possible to argue that this 

simplifies the probability requirements, making the computation feasible. Furthermore, 

O(Wj|Z, Wi) =  O(Wj|Zi)can be expressed in a shorter form as: 

O(Zi|W1, … . Wn) = O(Zi)O(W1|Zi)O(W2|Zi)O(W3|Zi) … 

O(Wm|Zi) = (O(Zi) ∏ O(Wj|Zi))m
j=1       (14) 

Information: 

O(Zi|Z1, … . Wm) = Backward Probability  

O(Wj|Zi)= possibility 

O(Zi) = Advance Probability 

ZMAP =  The class with the highest probability of A posteriori  

ZMAP = argmaxzi∈z(O(Zi) ∏ O(Wj|Zi))m
j=1      (15) 

It’s from the preceding equation, will be used in the classification procedure.  

O(Zi|Z1, … . Wm) =  PosteriorProbability     (16) 

 

3. Results 

We provide an ENBO-ICNN to predict LC Death Rates. It performs better than other 

traditional methods such as random forest classification (RFC) (22), convolutional neural 

network (CNN) (22), recurrent neural network (RNN) (22) and artificial neural network 

(ANN) (22).  

The accuracy of LC death rate estimate is how well-projected values match observed 

values. The graphical accuracy values are shown in Figure 3 and Table 1 ENBO-ICNN is 

higher than other existing methods.  



103 Suhas Gupta et al. Predicting Lung Cancer Death Rates....                                                                                                               
 

Nanotechnology Perceptions Vol. 20 No. S5 (2024) 

Table 1. Numerical Outcomes of Accuracy (Source: Author) 
Methods Accuracy (%) 

ANN (22) 82 

RNN (22) 81 

CNN (22) 83 

RFC (22) 80 

ENBO-ICNN (Proposed) 94 

 

Figure 3. Graphical Outcomes of Accuracy (Source: Author) 

Precision assesses a model's optimistic LC death rate predictions. Calculate the true 

positives or false positives ratio. Precision is the percentage of optimistic model predictions 

that succeed. Figure 4 and table 2 displays the exact precision results and, suggested 

method's ENBO-ICNN is higher than other existing methods.  

Table 2. Numerical Outcomes of Precision (Source: Author) 
Methods Precision (%) 

ANN (22) 70,52 

RNN (22) 71,5 

CNN (22) 71,06 

RFC (22) 60,29 

ENBO-ICNN (Proposed) 89 
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Figure 4. Graphical Outcomes of Precision (Source: Author) 

Recall assesses a model's ability to predict the relevant deaths in a dataset for LC mortality 

rate. Figure 5 and table 3 demonstrates the exact recall results and, suggested method's 

ENBO-ICNN is higher than other existing methods. 

Table 3. Numerical Outcomes of Recall (Source: Author) 
Methods Recall (%) 

ANN (22) 68,39 

RNN (22) 65,56 

CNN (22) 67,09 

RFC (22) 85,48 

ENBO-ICNN (Proposed) 92 

 

Figure 5. Graphical Outcomes of Recall (Source: Author) 



105 Suhas Gupta et al. Predicting Lung Cancer Death Rates....                                                                                                               
 

Nanotechnology Perceptions Vol. 20 No. S5 (2024) 

The F1-score is used to evaluate the categorization of LC cases into two groups for mortality 

prediction. It evaluates test accuracy’s precision and recall. Figure 6 and table 4 shows the f1-

score's results and, suggested method's ENBO-ICNN is higher than other existing methods. 

Table 4. Numerical Outcomes of F1-score (Source: Author) 
Methods F1-Score (%) 

ANN (22) 69,44 

RNN (22) 68,4 

CNN (22) 69,02 

RFC (22) 70,71 

ENBO-ICNN (Proposed) 92 

 

Figure 6. Graphical Outcomes of F1-score (Source: Author) 

 

4. Discussion 

When working with large sequences or time-series data, RNNs can have trouble collecting 

long-range dependencies, hindering their ability to understand complicated correlations in 

LC data.(22) Over fitting with high-dimensional data and computing expenses for large 

datasets limit the usefulness of ANN in processing immense amounts of LC data.(22) High 

dimensionality might hinder the capacity of Random Forest models to capture complicated 

relationships among characteristics in LC datasets.(22) They need help in capturing temporal 

dependencies or connections between subsequent data sets, which is essential for 

comprehending illness progression and treatment effects.(22) The benefits of employing 

ENBO-ICNN in LC analysis include enhanced accuracy in predicting mortality rates, 

improved early detection of potential identification and a more comprehensive 

understanding of complex imaging data, facilitating more effective treatment strategies and 
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better patient outcomes. 

  

5. Conclusion 

Our findings highlight the potential use of a DL approach in predicting LC death rates, 

which has substantial implications for clinical judgments. Taking into account data quality, 

ethical concerns and the challenges of treating patients from diverse backgrounds, we 

propose using ENBO-ICNN, there is strong evidence that this strategy can enhance patient 

care and outcome because of its high levels of recall, precision, accuracy and F1-score. In 

addition, our study highlights the need to combine cutting-edge healthcare technologies 

and a multidisciplinary approach to manage the obstacles of treating severe medical 

conditions. We introduce an ENBO-ICNN for predicting the death rate of LC. It 

outperforms traditional methods like RFO, CNN, RNN and ANN.Integrating genomes, 

transcriptomics, proteomics and metabolomics can illuminate LC molecular pathways. 

This technique could assist in constructing more accurate prediction models by 

considering the complex interplay of biological components. PET, MRI and radiomics 

studies can reveal tumor features and behavior. Imaging data can improve prognosis and 

prediction. 
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