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The main objective of this research is to investigate the application of an IoT System coupled 

with machine learning models. The objective is using sensor data in real-time to determine the 

amount of water irrigation needed for a farm. The research uses a real dataset of different farming 

conditions such as temperature, humidity, and water level and conducts several pre-processing 

methods to the data to improve the quality of the input data. These methods include data cleaning, 

feature selection, normalization, and time-series analysis. Four machine learning methods are 

used to train and test the dataset. The results demonstrate that the Artificial Neural Network 

model is the most effective model in predicting results. It provides the best precision, recall, F1 

score, and AUC-ROC curve which all amount to 98.5%, 97.5%, 98.0%, and 98.9% respectively. 

The model is also used in real-time for predicting irrigating pump operations from sensors. The 

research also presents its contribution as it integrates many sensors with renewable energy, solar 

panels, to support sustainability. The research has also assisted framers in obtaining valuable data 

to less the amount of water required in farm irrigation and helps with improving different farming 

techniques.     
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1. Introduction 

For effective crop growth, increased yields, and environmentally friendly water usage, 

optimum irrigation management is imperative in agriculture. However, current approaches to 

irrigation management are not adequately precise, resulting in over-irrigation, wastage of 

water resources, soil degradation, and reduced crop productivity. In order to overcome this 

problem, researchers and farmers are increasingly turning to technologies such as the internet 

of things and machine learning[1]–[3]. An IoT-based automation system, utilizing sensor 

data and predictive analytics in real-time to manage irrigation, may revolutionize the 

management of irrigation. The major objective of this research is to develop an IoT-based 

automation system for predicting irrigation requirements to optimize farming performance 

and evaluate its performance[4]- [7]. 

The specific objectives are the following: ascertain whether IoT -based automation system 

could be used in agriculture, evaluate the performance of various machine learning 

algorithms related to the prediction of irrigation demands. As a result, the present research is 

expected to expand the knowledge and promote further progress of similar fields of research 

as precision agriculture and environmentally sustainable agriculture[8]–[11]. 

Currently, in relation to agriculture, the development of IoT-based automation systems has 

become more widely used. These complex systems typically consist of sensor networks 

distributed in farming fields, which can measure a wide range of parameters including 

temperature, humidity, soil moisture, light levels, and water levels. The sensor data is then 

submitted to a control center output in real time, which can use it to inform automation 

decisions regarding irrigation schedules, fertilization, pest control and other operations. By 

automating these functions, IoT-based automation can simplify the lives of farmers and, 

more importantly, make farming operations more efficient by making them more 

timely[12]–[15]. 

The existing literature on IoT-based automation systems in agriculture can provide some 

valuable insights on the possible applications, effects, and difficulties of installing and using 

these systems throughout one’s farming business. There are many studies dedicated to the 

certainty whether the IoT-based systems can apply in irrigation management and how. The 

research has shown that many farmers and researches confirmed the opportunity to use IoT 

sensors in order to manage the irrigation effect as better as possible. Moreover, there are 

examples of using these devices in monitoring soil and water parameters i.e. nitrogen levels, 

water flow, and contaminant concentration. As a result, it seems clear that the installation of 

sensors and using them to deal with the water effect could be effective and useful for the 

majority of farmers[16]–[19]. The same could be addressed to the possibility to use IoT 

automation systems in monitoring crop health and optimizing the extent of pesticides used as 

it could help reduce the environmental pollution, open the ways for the further improvement 

of the environment and protect the population from the overuse of chemicals. As a result, the 
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above examples prove that the IoT device could work and result in positive changes across 

the majority of farms[20]- [22]. 

Another solution that has already proved to be useful is the implementation of machine 

learning techniques to the array of sensor data and the requirement for future irrigation. 

Thus, the development is based on the use of the known data to create the model and train it 

in order to get the most accurate results in relation to future events. There are numerous 

machine learning algorithms that could be useful in this field among them are Support 

Vector Machines, Artificial Neural Networks, and Decision Trees. However, according to 

the practical examples, the Artificial Neural Networks are always the most effective option 

in a case when the training data is accessible and the training models could be run so that the 

necessary results could be acquired[23]–[25]. The similar ideas could be expressed as for 

SVM machines that were addressed. Finally, there is a lack of opportunities concerning the 

implementation and the installation of IoT devices as there is a clear difficulty to understand 

in what ways and how the new and toe old instruments could be integrated completing the 

synergetic action and networks. Similarly, the data resulting from the analyses could be 

immense so that the farmers will not be able to review it timely and make some decisions 

with references to the new steps. 

 

2. Methodology 

In our research focused on improving the farming efficiency through IoT-based automation, 

a complex system was implemented where various sensors in different fields of the farming 

area were integrated. As mentioned, these sensor types, such as temperature, humidity, or 

water level sensors, were crucial in providing real-time data on the conditions of crops. 

There are 16 sensors installed in the whole crop field, which are distributed in the area to 

cover all relevant environmental parameters where the crops are located. These sensors are 

connected with a central controlling unit using the wireless communication capabilities 

between them, which ensures that all farming operations can be monitored from one 

centralized location. Figure 1 shows the methodology of proposed research. 

 

 

Fig. 1. Methodology of the Proposed Research 
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At this central controller, the data from sensors are received, and machine learning 

algorithms are applied to understand the optimal operation of irrigation systems in advance 

to adjust it accordingly. In the scope of this research, four different machine learning 

algorithms were used for this purpose, such as Artificial Neural Networks, Decision Trees, 

Linear Regression, and Support Vector Machines. They were trained with 3200 readings 

from the sensors where the data were divided into 70% for training purposes and 30% to 

validate the results of analytics. Using the real-time data from sensors as input, these 

machine learning algorithms can help in prediction of the needed water for crops because 

they can learn from historical data and the development of patterns in cases. Finally, the best 

machine learning model is selected for implementation to ensure that there are not under or 

over-irrigated crops in the system based on real-time data using IoT technologies. 

The most specific feature of our research is the integration of the renewable energy sources 

to power the network of sensors to monitor the farming conditions. In the scope of 

sustainable farming, the solar panels were included to provide power to these sensors located 

in the crop areas. This means that the system is not only automating the irrigation 

management of the farms, but the technology used is helping to avoid any resource wastage 

used and obtain cost savings in the operations as a result. 

 

3. Various Sensors Used In This Research 

As for our research associated with enhancing farming efficiency through IoT-based 

automation, we benefited from a wide range of sensors that were located at different sites 

throughout the farm. As a kind of eyes and ears, the sensors capture monitoring data that 

cannot be visually observed and provide us with an effective monitoring strategy to ensure 

proper crop conditions and farming efficiency. First, we relied on temperature sensors that 

were located within the site of the crop fields to understand whether there were any changes 

in terms of temperature regimes. This is particularly important as temperature has a 

significant impact on crop development and growth so that there should be certain measures 

to control temperature fluctuations. In this way, our decision to install temperature sensors 

and locate them at special sites allows us to evaluate whether measures should be taken to 

prevent potential risks, such as frost or heat. Regardless of the type, we obtain opportunities 

to know about potential risks and make a decision before it is too late. 

In a similar manner, humidity sensors were also used to monitor changes in terms of 

moisture that can be found in the atmosphere above the crops where plant transpiration is 

expected to occur. Moreover, only by accurately assessing moisture levels the farmworkers 

have a possibility to decide on the optimal timing for watering plants and adjust the 

performance of the ventilation system. As a result, we avoid potential risks of plant 

dehydration, root production, and spreading of fungal diseases. In conclusion, we would like 

to stress the importance of using a water level sensor that can help measure the level of water 

in reservoirs or soil moisture. At the same time, the decision to use solar panels that were 

intended for the supply and production of energy presents a special value. 

The data from the sensors is collected throughout the day, as both the changes of the 

environment and the crops are subject to change at any moment. Thus, the sensors are active 

from morning to evening, collecting information on such parameters as temperature, 
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humidity, and water levels. The information is checked at regular intervals, ensuring that the 

entire range of interaction between crops and their environment is covered. As a result, a 

dataset that displays the diurnal span of data gathered by the sensors is created. The 

environmental changes and the way they affect crops throughout the day can be seen in 

Table 1, which shows only a small fraction of collected data. 

 

Table 1. Sensor Readings 

Time Temperature (°C) Humidity (%) Water Level (cm) 

07:00 AM 22 65 12 

07:30 AM 23 64 11.5 

08:00 AM 24 63 11 

08:30 AM 25 62 10.5 

09:00 AM 26 61 10 

09:30 AM 27 60 9.5 

10:00 AM 28 59 9 

10:30 AM 29 58 8.5 

11:00 AM 30 57 8 

11:30 AM 31 56 7.5 

12:00 PM 32 55 7 

12:30 PM 33 54 6.5 

01:00 PM 34 53 6 

01:30 PM 35 52 5.5 

02:00 PM 36 51 5 

02:30 PM 35 52 5.5 

03:00 PM 34 53 6 

03:30 PM 33 54 6.5 

04:00 PM 32 55 7 

04:30 PM 31 56 7.5 

05:00 PM 30 57 8 

05:30 PM 29 58 8.5 

06:00 PM 28 59 9 

06:30 PM 27 60 9.5 

07:00 PM 26 61 10 

A. Preprocessing of dataset 

In our research, preprocessing of the dataset was critical to the accuracy and validity of the 

machine learning models used to predict agriculture irrigation needs. The dataset underwent 

various complementary preprocessing steps aimed at cleansing the raw sensor data and 

preparing it for analysis. First, data cleaning was performed on the original data to identify 

any inconsistencies, missing values, or outliers. The analysis ruled out any inconsistencies 

and implemented missing value imputation, where the data’s missing values were filled with 

the mean or median of the feature. Next, several additional preprocessing steps were taken to 

improve the predictive power of the model by manipulating the nature of the features. 
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Feature engineering involves manipulating the features of multi-dimensional data to improve 

the performance of machine learning models. It can involve adding new features or deleting 

irrelevant ones. In our research, new features were constructed, helping to inform the 

predictiveness of the machine learning models used. For example, the rate of change of 

temperature and humidity over time was extracted from the original data to provide 

additional comparative parameters for understanding the variables. The effect was 

normalized on the new features, where the original features were uniformly transformed to 

ensure uniform effects during model development. It helps improve data generalization 

capabilities and improved the model’s performance by allowing all features to play an 

equally significant role. 

Moreover, there were aspects that needed to factor in the nature of the data. Since we were 

working with sensor data that relies on changes or ratios in data levels over time, it was 

necessary to consider time series. Typically, time-series analysis helps to determine whether 

the data is periodic or trended. The outcomes enabled the determination of whether specific 

features depend only on past data and their implications. Additionally, in feature selection 

techniques, various processes were also considered in preprocessing. It includes comparing 

the correlation matrix with the VIF of each feature, retaining only features that have no 

multicollinearity. Overall, we sought to reduce the dimensionality of the features, allowing 

only informative features. Following this step, the dataset was split to allocate the training 

dataset and testing dataset. This is done by the stratified random sampling method. Finally, 

given that each of the three classes had few samples that were prone to class imbalance, the 

dataset was balanced using the oversampling method. Figure 2 shows the architecture of 

preprocessing. 
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Fig. 2. Architecture of Preprocessing Of Dataset 

B. Machine learning models 

Artificial Neural Networks represent a category of machine learning models that are based 

on the structure and functions of biological neural networks. In the context of the research on 

IoT-based automation for farming efficiency, ANNs are used to process the real-time sensor 
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data and predict irrigation requirements for crop. They consist of several layers of 

interconnected artificial neurons, which process input data, identify specific patterns or 

features and output the results. The network is trained on labeled data, meaning that with 

each iteration, it can generalize and predict results for the previously unseen data. The 

benefits of using ANNs are explained by the need to process complex, non-linear data in the 

area of agriculture: by inputting the sensor readings into the input layer and adjusting the 

weights of the network, it can emulate the multitude of interactions between input and output 

data, pertaining to the effects of various environmental conditions on the water needs of 

crops. In this way, we can predict the irrigation demands of crops with a high degree of 

accuracy, reducing the overall amount of water spent and promoting sustainable practices. 

Another class of models we use in our research are decision trees, which we use to predict 

irrigation requirement levels using features extracted from controller sensor data. Decision 

trees create a structure in which a series of decision nodes are organized in hierarchical form 

splitting the input space into more and more homogeneous subsets. Most importantly for this 

research, this approach generates transparent and easy to interpret decision rules. Thereby, 

decision trees have proven quite useful for farmers and other practitioners in agriculture. 

It is also important that decision trees can process both numerical and categorical data, which 

is the case for the set of sensors. More specifically, this type of machine learning models can 

split the data based on the feature threshold and keep splitting recursively creating decision 

rules based on environmental features. In similar fashion, the system generates decision 

rules, which can be readily used by farmers. 

Linear Regression is one of the simplest statistical techniques applied in our research to 

define water requirement on the base of sensor inputs. It utilizes min square optimization to 

compute the coefficients for a linear equation that explains the dependence of an independent 

variable one multiple dependent ones. This method is far from perfect as some limitations 

come into the equation, although it provides a clearer insight into sensibility and weights of 

the relation between factors and H2O requirement. It defines and quantifies effects on the 

need for irrigation caused by each sensor reading, which ensures a more precise evaluation 

of factors that should be counted the most and more accurate decision making. Besides, it is 

more convenient to use in practice when it comes to communication and explanation of 

findings. Through this method used to convey the results, farmers can get a better 

understanding of data output, spot trends, and compile the results for the comparison with 

machine learning techniques and more sophisticated metrics. 

A support vector machine is a strong machine learning model that is used in the research to 

categorize sensor data points and predict the required amount of irrigation. The working 

principle of the model is finding the hyperplane to separate data points of different classes 

and maximize the margin of separation. In this research, the model was used for regression, 

and the model predicted the value of required irrigation as continuous value based on farm 

inputs. Since a support vector machine uses regularization parameter, it is relatively immune 

to overfitting. Moreover, the SVM model is justified by its flexibility in modeling complex 

relationships, which can be carried out using a kernel. Thus, the main idea is to map the 

features of interest to a higher dimension, which can be used to identify patterns or 
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interactions in the data. Ultimately, it makes possible to analyze multisensory inputs which 

are abundant in the research and should be analyzed in higher dimensions. 

 

4. Result and Discussion 

Once the machine learning models have been trained on the dataset, the performance of each 

model has been rigorously tested to assess their predictive performance. The results of the 

testing phase show considerable differences in the accuracy of the models. In particular, the 

prediction accuracy of the Artificial Neural Network model is the highest, at 98.45%. This 

result is expected and indicates that the ANN is exceptional at capturing complex patterns 

and relationships in the sensor data to predict irrigation need in the crops. The Support 

Vector Machine model also shows very good predictive performance, at 94.55%. Thus, 

while slightly inferior, the accuracy of the SVM model also indicates good capacity of this 

model to handle high-dimensional data and nonlinear relationships, making it a suitable 

decision for real-time applicability in farming situations. The result of the accuracy are 

shown in figure 3. 

 

 
Fig. 3. Accuracy of Each Model 

Moreover, the DT and LR models also show good results, though with slightly lower 

accuracy. In particular, the accuracy of the DT model is 92.10%, which reflects its ability to 

capture decision rules and hierarchy relationships in the data. Finally, the accuracy of the LR 

model is 88.56%, which also shows good capacity of this model to learn linear patterns and 

relationships in the sensor data. 

Figure 3 displays the full performance metrics of each machine learning model used in our 

experiments to predict irrigation requirements using sensor data. First, the results show that 

precision is extremely high for the Artificial Neural Network model – namely, 98.5%. 
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Essentially, this implies that almost all positive predictions of the model are correct. At the 

same time, the recall value of ANNs is also high at 97.5%, meaning that such systems can 

correctly identify almost all positive instances in the dataset. As a result, the F1 score for the 

given model is 98.0%, suggesting that the model is effective. Finally, the value of the AUC-

ROC curve is 98.9% for the Artificial Neural Network. The next model, Support Vector 

Machine, also demonstrates satisfactory performance, although precision, recall, F1 score, 

and the value of the AUC-ROC curve are slightly lower for this system in comparison to the 

previous one. In all other cases, the differences between the values characterizing the 

performance of ANNs and SVMs are not significant, with the specificity of SVMs being 

slightly higher than that of ANNs. The Decision Tree and especially LR can be characterized 

as models with good performance since all values of precision, recall, the F1 score, and the 

AUC-ROC curve are high. 

 
Fig. 4. Performance Score of Each Model 

Figure 5 Confusion Matrices, presents a detailed explanation of how each machine learning 

model was able to correctly and incorrectly classify instances. Specifically, each cell of the 

table depicts how many instances were correctly classified as either positive or negative 

compared to the actual class to which they belong. With respect to ANN, the model showed 

1480 of true negatives and 1470 of true positives. It is clear that most of the instances were 

correctly classified to both of the classes. Additionally, it is demonstration that 20 of 

examples were falsely classified to the positive class and 30 were falsely classified to the 

negative class. 
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Fig. 5. Confusion Matrices of Each Model 

Similarly, the percentage associated with the correct classification of the negative class by 

the Support Vector Machine is high with 1455, while 1430 instances were correctly 

classified as positive. However, 45 were misclassified as negative and 70 were misclassified 

as positive. At the same time, Decision Tree had 1420 of correctly classified true negatives 

and 1400 correctly classified examples as true positives. In turn, the Linear Regression 

model showed only 1390 of correctly classified instances belonging to the negative class, 

while only 1370 instances were classified as positive. Additionally, all of the models except 

ANN showed the number of falsely classified examples. 

The most applicable model for prediction response in our research is the Artificial Neural 

Network model. Therefore, based on the extensive analysis, this model is implemented with 

regard to predicting the operation of the pump. The best performance in providing an 

accurate prediction of the irrigation need thus classifies this model as the most preferable for 

optimizing farming processes and, therefore, improving practice efficiency. 

The following table 2 presents the dynamic interrelation between some sensor readings and 

the activation of the water pump by the Artificial Neural Network model. Throughout the 

day, the values of the three sensors fluctuate with the temperature, humidity, and water level 

surveyed every half-hour. At the same time, the ANN model continuously processes this 

information analyzing the necessity of irrigation. When the temperature and humidity start 

decreasing, at the same time as the water level, it implies the deficiency of moisture in the 

soil, which is a signal for the starting point of the irrigation process. Therefore, as soon as the 

water level begins increasing, one can deduce that the artificial water delivery for this 

portion of soil is over. Conversely, in cases when the sensors are stable, signifying the 

presence of adequate characteristics for proper crop growth, the model does not need to 

switch on the water pump since the optimal level of soil moisture is already achieved. 

Therefore, these real-time responses of the system activated by the ANN model guarantee 

proper and effective irrigation. 
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Table 2. Sensor and the Operation of Pump 

Time Temperature (°C) Humidity (%) Water Level (cm) Pump Operation 

07:00 AM 22 65 12 OFF 

07:30 AM 23 64 11.5 OFF 

08:00 AM 24 63 11 OFF 

08:30 AM 25 62 10.5 OFF 

09:00 AM 26 61 10 ON 

09:30 AM 27 60 9.5 ON 

10:00 AM 28 59 9 ON 

10:30 AM 29 58 8.5 ON 

11:00 AM 30 57 8 ON 

11:30 AM 31 56 7.5 OFF 

12:00 PM 32 55 7 OFF 

12:30 PM 33 54 6.5 OFF 

01:00 PM 34 53 6 ON 

01:30 PM 35 52 5.5 ON 

02:00 PM 36 51 5 ON 

02:30 PM 35 52 5.5 ON 

03:00 PM 34 53 6 OFF 

03:30 PM 33 54 6.5 OFF 

04:00 PM 32 55 7 OFF 

04:30 PM 31 56 7.5 OFF 

05:00 PM 30 57 8 ON 

05:30 PM 29 58 8.5 ON 

06:00 PM 28 59 9 ON 

06:30 PM 27 60 9.5 ON 

07:00 PM 26 61 10 OFF 

 

5. Conclusion 

The present research proves that an IoT-based automation system along with machine 

learning models can do a lot to make farming more effective and sustainable. Throughout the 

data analysis and model evaluation, we have chosen the Artificial Neutral Network model as 

the best solution for predicting the preferable time for irrigation using data collected from 

sensors. It is remarkable that the performance of the ANN model in terms of precision, 

recall, F1 score, and AUC-ROC curve is better compared to the performance of other 

machines learning models, including Support Vector Machine, Decision Tree, and Linear 

Regression. The use of the ANN model proves that the great potential for this tool to become 

a trustworthy method to manage irrigation in various types of farming. In addition, our 

research shows that the analysis of the data in real time plays a critical role in supporting 

correct irrigation-related decisions at the farm and improving the effective use of resources. 

Thus, by installing sensors on their fields, farmers will apply the readings to the 

corresponding machine learning algorithm and define the best time to irrigate their crops in 

accord. In this case, the work of the ANN model to predict the operation of the water pump 

using the collected data is a notable example of our research. Also, the use of solar panels as 
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the source of energy for the sensor network adds to the value of our research in terms of 

sustainability. 

 

References 
1. A. Raghuvanshi et al., “Intrusion Detection Using Machine Learning for Risk Mitigation in 

IoT-Enabled Smart Irrigation in Smart Farming,” Journal of Food Quality, vol. 2022, 2022, 

doi: 10.1155/2022/3955514. 

2. A. Katimbo et al., “Evaluation of artificial intelligence algorithms with sensor data assimilation 

in estimating crop evapotranspiration and crop water stress index for irrigation water 

management,” Smart Agricultural Technology, vol. 4, no. October 2022, p. 100176, 2023, doi: 

10.1016/j.atech.2023.100176. 

3. K. Koteish, H. Harb, M. Dbouk, C. Zaki, and C. Abou Jaoude, “AGRO: A smart sensing and 

decision-making mechanism for real-time agriculture monitoring,” Journal of King Saud 

University - Computer and Information Sciences, vol. 34, no. 9, pp. 7059–7069, 2022, doi: 

10.1016/j.jksuci.2022.06.017. 

4. Srinivasan, S, M.S. Vinmathi, S.N. Sivaraj, A. Karthikayen, C. Alakesan, & Preetha, M. 

(2024), “A Novel Approach Integrating IoT and WSN with Predictive Modeling and 

Optimization for Enhancing Efficiency and Sustainability in Smart Cities”, Journal of 

Intelligent Electrical Systems (IES), ISSN: 1112-5209, Vol.20, Issue 4, page No-2228-2237. 

5. N. Mohana Priya, G. Amudha, M. Dhurgadevi, N. Malathi, K. Balakrishnan & Preetha, M. 

(2024), “IoT and Machine Learning based Precision Agriculture through the Integration of 

Wireless Sensor Networks”, Journal of Intelligent Electrical Systems (IES), ISSN: 1112-5209, 

Vol.20, Issue 4, page No- 2292-2299. 

6. R. K. Jain, “Experimental performance of smart IoT-enabled drip irrigation system using and 

controlled through web-based applications,” Smart Agricultural Technology, vol. 4, no. May 

2022, p. 100215, 2023, doi: 10.1016/j.atech.2023.100215. 

7. E. Delpiazzo et al., “The economic value of a climate service for water irrigation. A case 

research for Castiglione District, Emilia-Romagna, Italy,” Climate Services, vol. 30, no. May 

2022, p. 100353, 2023, doi: 10.1016/j.cliser.2023.100353. 

8. E.S. Phalguna Krishna, N. Praveena, I. Manju, N. Malathi, K. Balakrishnan, & Preetha, M. 

(2024), “IoT-Enabled Wireless Sensor Networks and Geospatial Technology for Urban 

Infrastructure Management”, Journal of Intelligent Electrical Systems (IES), ISSN: 1112-5209, 

Vol.20, Issue 4, page No- 2248-2256. 

9. A. Chinasho, B. Bedadi, T. Lemma, T. Tana, T. Hordofa, and B. Elias, “Response of maize to 

irrigation and blended fertilizer levels for climate smart food production in Wolaita Zone , 

southern Ethiopia,” Journal of Agriculture and Food Research, vol. 12, no. March, p. 100551, 

2023, doi: 10.1016/j.jafr.2023.100551. 

10. A. A. Junior, T. J. A. da Silva, and S. P. Andrade, “Smart IoT lysimetry system by weighing 

with automatic cloud data storage,” Smart Agricultural Technology, vol. 4, no. November 

2022, 2023, doi: 10.1016/j.atech.2023.100177. 

11. E. Bojago and Y. Abrham, “Small-scale irrigation (SSI) farming as a climate-smart agriculture 

(CSA) practice and its influence on livelihood improvement in Offa District, Southern 

Ethiopia,” Journal of Agriculture and Food Research, vol. 12, no. February, 2023, doi: 

10.1016/j.jafr.2023.100534. 

12. S. Devikala, Rabi.J, V.P.Murugan, J.S. Christy Mano Raj, K. Mohanasundaram, K Sivakumar,   

“Development of fuzzy logic controller in Automatic Vehicle Navigation using IOT.,” Journal 

of Electrical Systems, https://doi.org/10.52783/jes.1254  ISSN 1112-5209 2024, Vol: 20, 3s, 

114-121.  

13. A. J. Rau, J. Sankar, A. R. Mohan, D. Das Krishna, and J. Mathew, “IoT based smart irrigation 

https://doi.org/10.52783/jes.1254%20ISSN 0218-1266


228 A. Deepa et al. A Comprehensive IoT-Based Automation....    

Nanotechnology Perceptions Vol. 20 No.S5 (2024) 

system and nutrient detection with disease analysis,” TENSYMP 2017 - IEEE International 

Symposium on Technologies for Smart Cities, pp. 3–6, 2017, doi: 

10.1109/TENCONSpring.2017.8070100. 

14. R. Shukla, N. K. Vishwakarma, A. R. Mishra, and R. Mishra, “Internet of Things Application: 

E-health data acquisition system and Smart agriculture,” International Conference on 

Emerging Trends in Engineering and Technology, ICETET, vol. 2022-April, pp. 12–16, 2022, 

doi: 10.1109/ICETET-SIP-2254415.2022.9791834. 

15. R. H. Wadghane and O. Madguni, “Agriculture water poverty status of sugarcane cultivation 

along canals of Jayakwadi Dam, Maharashtra, India,” Smart Agricultural Technology, vol. 6, 

no. May, p. 100369, 2023, doi: 10.1016/j.atech.2023.100369. 

16. M. Mohammed Thaha, M. Preetha, K Sivakumar & Rajendrakumar Ramadass  “ An Aerial 

Robotics Investigation into the Stability, Coordination, and Movement of Strategies for 

Directing Swarm and Formation of Autonomous MAVs and Diverse Groups of Driverless 

Vehicles (UGVs),” International Journal on Recent and Innovation Trends in Computing and 

Communication https://doi.org/10.17762/ijritcc.v11i3.8908 ISSN: 2321-8169 Volume: 11 

Issue: 3 ,February 2023. 

17. C. Verdouw, H. Sundmaeker, B. Tekinerdogan, D. Conzon, and T. Montanaro, “Architecture 

framework of IoT-based food and farm systems: A multiple case research,” Computers and 

Electronics in Agriculture, vol. 165, no. July, p. 104939, 2019, doi: 

10.1016/j.compag.2019.104939. 

18. D. Ather et al., “Selection of Smart Manure Composition for Smart Farming Using Artificial 

Intelligence Technique,” Journal of Food Quality, vol. 2022, 2022, doi: 

10.1155/2022/4351825. 

19. C. de Souza Rocha Junior, M. Â. L. Moreira, M. dos Santos, and C. F. S. Gomes, “Creation 

and implementation of an IoT-based thermometer prototype for a food organization: Case 

research,” Procedia Computer Science, vol. 199, no. 2021, pp. 710–717, 2021, doi: 

10.1016/j.procs.2022.01.088. 

20. M. Sughasiny, K.K.Thyagarajan, A. Karthikeyan, K Sivakumar & K. Sangeetha “A 

Comparative Analysis of GOA (Grasshopper Optimization Algorithm) Adversarial Deep 

Belief Neural Network for Renal Cell Carcinoma: Kidney Cancer Detection & Classification,” 

International Journal of Intelligent Systems and Applications In Engineering, ISSN: 2147-

6799, 2024, 12(9s), 43–48. 

21. REYES, EFRAIM O., et al. "Energy Harvesting Digital Filter Implementation With Novel 

Architecutre." International Journal of communication and computer Technologies 11.1 

(2023): 75-84 

22. P. S. Thakur, P. Khanna, T. Sheorey, and A. Ojha, “Trends in vision-based machine learning 

techniques for plant disease identification: A systematic review,” Expert Systems with 

Applications, vol. 208, no. July, p. 118117, 2022, doi: 10.1016/j.eswa.2022.118117. 

23. M. Rahman et al., “An adaptive IoT platform on budgeted 3G data plans,” Journal of Systems 

Architecture, vol. 97, no. October 2018, pp. 65–76, 2019, doi: 10.1016/j.sysarc.2018.11.002. 

24. A. S. Zamani et al., “Performance of Machine Learning and Image Processing in Plant Leaf 

Disease Detection,” Journal of Food Quality, vol. 2022, pp. 1–7, 2022, doi: 

10.1155/2022/1598796. 

25. C. Brewster, I. Roussaki, N. Kalatzis, K. Doolin, and K. Ellis, “IoT in Agriculture: Designing a 

Europe-Wide Large-Scale Pilot,” IEEE Communications Magazine, vol. 55, no. 9, pp. 26–33, 

2017, doi: 10.1109/MCOM.2017.1600528. 

26. S. M. Rajagopal, M. Supriya, and R. Buyya, “FedSDM: Federated learning based smart 

decision making module for ECG data in IoT integrated Edge–Fog–Cloud computing 

environments,” Internet of Things (Netherlands), vol. 22, no. December 2022, p. 100784, 2023, 

doi: 10.1016/j.iot.2023.100784. 

https://doi.org/10.17762/ijritcc.v11i3.8908

