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In this study, detailed research has been introduced to enhance the fire safety and security of the 

chemical laboratories by using the integration of IoT and machine learning. The purpose of the 

research is to develop a strong framework to identify and take a quick response of any potential 

fire incidents or safety hazard properly in real time. Using different kinds of sensors, including 

temperature, smoke, and gas sensors in different locations of the laboratory area, this framework 

has collected real-time data and identifies the anomalies, which may cause fire or any safety issue. 

At last, the use of machine learning technologies, including SVM, ANN, DT, and RF helps to 

understand and analyze the nature of sensor data and help to make a suitable decision for the 

response. According to the experimental results, the performance of the SVM is excellent in this 

context, where a precision of 0.987, recall of 0.989, F1 score of 0.988, and AUC-ROC curve of 

0.985 has been identified. In addition, the effectiveness of the ANN, DT, and RF is also 

satisfactory, which can be considered as an effective technology in the context of the fire safety 

application. By using SVM in the IoT fire detection system, the added advantage has been found 

in terms of the robustness, interpretability, and computational feasibility, which increases its 

success ratio. Results of the present study show a significant potential of the IoT and ML, which 

can be used to redesign the fire safety and emergency response mechanism of the chemical 

laboratories. Using advanced optimization techniques and sensors, the scalability, efficiency, and 

reliability of the present framework can be increased. 

 

Keywords: IoT, Fire Detection, Machine Learning, Chemical Laboratories, Safety. 

http://www.nano-ntp.com/


230 Balaji Singaram et al. A Smart IoT-Based Fire Detection....                             
 

Nanotechnology Perceptions Vol. 20 No.S5 (2024) 

 

1. Introduction 

Fire safety and security of chemical laboratories draw particular concerns since the 

substances being evaluated and integrated into various mixtures are extremely volatile as a 

rule and may be considered potentially flammable. Though fire may be of relatively low 

probability, especially since prompt water-based extinguishing is not very common 

concerning such volatile substances, and the main threat of tangible damage to personnel is 

the chemical spill. However, accidents do occur, such as spills or overheating of mitric acid, 

resulting in a lab explosion. With valuable equipment and materials found in a chemical lab 

setting, the consequences may be dire for both personnel safety and the equipment itself, and 

even environmental area[1]–[3]. 

Regarding safety, the traditional fire detection systems, while generally useful, possess 

precise, relevant, and timely reacting, integral to the intricate and complex networks of a 

chemical laboratory. Either relying on manual detection or utilizing sensors, fire detection is 

often inadequate, imprecise, and too slow. The incapability of traditional fire detection 

systems to provide relevant and useful safety support, IoT and machine learning technologies 

may be optimally used for fire safety and security. With chemical labs considered some of 

the main beneficiaries of IoT algorithms, proper protection of equipment and personnel in 

the labs without any mistakes in emergency calling and procedures are almost assured. For 

example, the IoT employs various sensors to register, for example, temperature or gas 

concentration, and transmits this information over the internal network, which is then 

analyzed and acted upon with machine learning algorithms, such as Support Vector 

Machines, Artificial Neural Network, DT and Random Forests[4]–[6]. 

Detection of fire relies on the method use of technologies. The existing fire detection 

systems deployed in the chemical laboratories rely on conventional approaches such as 

smoke detectors and heat sensors. As the best safety system for the protection of 

laboratories, these methods apart from being the best approach towards safety they include 

manual monitoring. The uses of heat, smoke, or sensors are exposed to challenges that are 

highly related to the use of manual observation. Although the manual system of monitoring 

the fire is considered, the best method of fighting the source. However, it take much of the 

lab assistant time to observing the possible sources. In this reference, since human-observed 

patterns are not uniform as expected, they detect the fire with exaggerated zeal which results 

in overreactions leading to unnecessary alarm_settings in the disposal [7]–[9]. Therefore, 

manual observation is time-consuming and demands more in terms of human observation 

that cannot be maintained highly effectively on normal and healthy work. Manual 

observation is a risk that delays the response to initiate fire fighting to reduce the causes for 

possible fire alarms. Traditional sensor-based-lab monitoring devices might fail to detect the 

slight, subtle, and small changes in the environment leading to inefficiencies of the fire 

detection systems-initiation. In response to the natural manual fire detection system, the 

analysts and machine development experts and App developments that can interconnect 

systems for effective laboratory safety[10], [11]. In my opinion, they include the introduction 

of the IoT sensors for effective appraisal of environmental conditions. 
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The emergence of machine learning algorithms in IoT-based fire detection systems 

introduces a novel framework in the field of fire safety and security. Machine learning 

models such as SVM or support vector machines, ANN or artificial neural networks, DTs or 

decision trees, and RF or random forests facilitate the ability to analyze immense datasets of 

intricate measurements and provide reliable insights and predictions. For instance, SVM has 

demonstrated excellent performance in binary classification tasks assessing which 

hyperplanes optimally separate data points[12]–[14]. Thus, these algorithms can be utilized 

to distinguish between class 1, lab normal, and class 2, causality unusual, operations. 

Moreover, ANN can provide reliable predictions due to their capacity to detect nonlinear 

patterns [15]–[17]. In comparison with other models, DT and RF outperform in terms of 

simplicity, interpretability, and ability to conduct ensemble learning, whereas the latter is 

crucial when conducting robust classification tasks. Numerous research endeavors have 

examined the framework of IoT and machine learning for fire safety and security in different 

industries such as manufacturing, healthcare, and transportation. It has been established that 

IoT-based fire detection systems facilitate response time improvement, false alarms 

minimization, and overall safety outcome advancement. For instance, researchers have 

successfully designed IoT-smoke detection systems that adopt machine learning algorithms 

to predict fire. These installations differentiate among different types of smoke particles and 

then proceed to provide predictions of fire. Similarly, IoT-precursors-based gas sensing 

networks have been previously deployed at industry locations to detect hazardous gas leaks. 

Machine learning would then be employed to provide real-time monitoring and prediction of 

the occurrence of gas leakages[18]–[20]. 

While IoT and machine learning technologies provide many opportunities for enhancing fire 

safety and security solutions, numerous challenges should be considered. One of the major 

challenges relevant to IoT is the heterogeneous nature of sensors and communication 

technologies used as part of these systems. In other words, the IoT devices utilized as part of 

the network can use different communication protocols for interacting with the internet or 

other devices. This being the case, the system design process should take account of the 

issues related to scalability, interoperability, and management of data. When it comes to 

machine learning, the algorithms used for this purpose should address multiple concerns 

related to the safety and privacy of data, the interpretability of such models, and their 

potential biases[21], [22]. 

Another important consideration is that the efficiency of IoT-based solutions for fire 

detection is influenced by the sensor type, location, and time, as well as the certain features 

of the network and system used in this case. Therefore, the advantages and limitations of the 

existing solutions should be carefully evaluated as part of a testing and validation procedure 

to identify the focus on the improvement. In general, the future work and efforts should be 

focused on the development of the most advanced sensor technologies, the creation of the 

most sophisticated machine learning technologies, and the improvement to any other related 

solutions. Furthermore, IoT solutions can be integrated with other promising technologies, 

like edge computing or blockchain, to enhance the scalability, efficiency, reliability, etc., of 

the existing and novel fire detection and response mechanisms. 
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2. Problem Statement and Objectives 

Chemistry laboratories require specifically-oriented security systems that would prevent the 

immense risks and hazards of handling hazardous materials and various chemical processes. 

Though traditional ways of conducting security work in laboratories have proven to be 

somewhat effective, they are still not able to offer real-time monitoring and detect the 

anomalies, such as fire breakout or unauthorized access. Moreover, modern laboratories have 

increasingly more entry points with numerous environmentally-sensitive pieces of equipment 

and, therefore, follow more complex patterns and multilayer structures that are difficult to 

monitor and control manually. The proposed research would help to eliminate these 

limitations by developing a Smart IoT-Based Fire Detection and Machine Learning-Based 

Control System for Chemical Laboratories. 

The security system, in this case, must be based on the Internet of Things technology and, 

more specifically, on the instant monitoring of the environmental factors in the laboratory 

where temperature, humidity or gas content might signal the fire hazard or another kind of 

safety-related anomaly. At the same time, the use of machine learning algorithms would also 

allow this system to learn the patterns of the monitored data and react independently to no 

less potential threat-related anomaly, such as an unscheduled visit or otherwise unusual 

behavior. Its proactive component ensures quick and timely response to any security threats 

and eliminates the hazards not only for the laboratory personnel but also the equipment and 

resources that might be otherwise lost due to the accident or inappropriate actions of 

untrained personnel. Additionally, such a security system is also more effective for large-

scale deployment in the sense of providing an average centralized system for the control and 

monitoring. 

 

3. Methodology 

The central concept of IoT-based security and safety is the deployment of multiple sensors in 

the chemical laboratory. They can be of several types: temperature sensors, fire and smoke 

sensors, and gas sensors. The working of the system are shown in figure 1. They should be 

dispersed throughout the laboratory in different locations to ensure that the coverage is as 

comprehensive and all-inclusive as possible. The temperature sensors are likely the most 

important, as they should always be on. If these sensors collectively indicate that the 

temperature has risen in the location to a degree that is far above the safe level established by 

normal operation, it means that the laboratory is either on fire or that some piece of 

equipment is overheating. Fire and smoke sensors are vital because they pick up the cause of 

a fire or smoke, which usually gives them a few seconds or minutes to send the signal of 

danger and action to the security system. Finally, gas sensors can detect some of the more 

dangerous gases that can be formed during chemical reactions or leaks: their concentration 

can be too high, and the laboratory staff or the facility’s building can be endangered. 
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Fig. 1. Working of the Proposed Model 

All information is then used in the IoT security system. The information from all sensors is 

sent to a central controller. The central controller is physically present in the laboratory and 

collects all the data while also analyzing and sending it further along to the cloud system. It 

is the most critical part of the IoT security system. The cloud system is used for data storage 

and analysis and for the remote monitoring of the sensor’s system. The analysis at the cloud 

side can also be more complex. It is the last central idea of the IoT security system. One of 

the central ideas of the already-built IoT Security system is the inclusion of machine learning 

models in risk detection. How complex machine learning will be depends on the complexity 

of the task. For instance, they analyze the information being sent from all sensors in the lab 

right now. They then decide if the current situation shows any dangers to the security and 

safety of the laboratory. If the sensors ever show danger of the area going over the safe limit, 

the machine learning will send a signal to the fire system. The sprinklers will activate 

everywhere or evacuation settings will be enabled to remove the personnel from the safest 

place. 

 

4. Dataset and Machine Learning Models 

The present study utilizes a variety of machine learning models, such as Artificial Neural 

Networks, Support Vector Machines, Decision Trees, and Random Forests, with the aim of 

improving the efficiency of the security system developed for the chemical laboratory. The 

models are trained using the three types of sensor readings collected by diverse sensors 

placed in different locations of the laboratory. Online and real-time environmental sensor 

readings have been taken to register a proper distribution and representation of the 

environment and security threats. These readings are the input data, and the response of the 

sensors, such as the activation of water sprinklers or sounding an alarm and evacuating the 

laboratory has been recorded in the training dataset, serving as the output or target variable. 

The dataset includes a total of 1400 readings and is separated into two sets for training the 

models and their later evaluation: 70 percent of the dataset have been used for training, and 

30 percent to test the trained models. Such a proportion allows the machine learning models 

to understand the data and the patterns and relationships in the data and make the 
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corresponding target response. The 30 percent of the data have not been used for training the 

model and therefore an unbiased evaluation of the performance and generalization of the 

models have been made.  

 

5. Preprocessing of Dataset 

Preprocessing of the dataset is crucial for making the machine learning models that have to 

be applied in the created security system for the given chemical laboratory reliable and 

efficient. The processing procedure done in this research are shown in figure 2. It is 

understood that the dataset has to experience a wide array of preprocessing, as its particular 

steps are intended to clean, change, and otherwise prepare the data for analysis during the 

training of testing phases. Different problems are addressed, including missing values of any 

feature, outliers that range the data significantly, the presence of noise in the data and other 

concerns. One of the initial steps towards the corresponding preprocessing is the missing 

value imputation with the mean, median or mode. 

In the real world, it often happens that the system is not able to get the necessary reading 

from the given sensor due to malfunctioning of the device or errors in communication 

between the sensor and the system or any other reasons related to their work. The analogous 

values have to be identified and replaced with the estimate. Some sophisticated methods like 

interpolation and modeling can be applied to be followed, yet the most reliable way to 

impute the missing data is the imputation in mean, median, or mode. In any particular case, 

the approach makes the real dataset as full as it is rather than the model which stops once it 

detects that some values are not provided in the dataset. 

 

 

Fig. 2. Processing of Dataset 
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The corresponding problem has to be resolved, as the corresponding missing values can 

contain the target perception of the feature in question. Another problem that has to be 

addressed during dataset preprocessing is dealing with outliers. They have a significant 

impact on the mean value of the given feature and hence should be removed from the 

dataset. The simplest approaches towards the corresponding problem can be the usage of z-

score or IQR analysis. In addition, the given feature has to be scaled or normalized. It means 

that all features have to share the same value and magnitude. It is particularly vital for such 

ML models that are highly dependent on the size of the input features, like support vector 

machines, for instance. In addition, normalization approaches such as L1 or L2 are equally 

implemented to normalize feature vectors, thus ensuring that they have unit scales and 

similar directions. Along with handling missing values, treating outliers, and reducing 

dimensionality, the dataset is modified into a format that is more appropriate for model 

training and prediction and better compatible with the theoretical concepts of the algorithms. 

More specifically, PCA, or feature selection, among other dimensionality reduction 

approaches, could be used to determine the most significant features and exclude irrelevant 

ones. In such a way, dimensionality reduction reduces computational complexity and 

planners phenomenon of the curse of dimensionality, which negatively impacts 

computational efficiency. 

Additionally, categorical information in the dataset is transformed into numerical formatting, 

using tools such as one-hot encoding or label encoding. Such approaches help ML programs 

to analyze and predict results more efficiently and make categorical information more 

compatible with the model training process. Lastly, the dataset is divided into training, 

validation, and testing datasets to increase the opportunities of evaluating a model and 

optimize its performance during the training process. In addition, cross-validation methods, 

such as k-fold cross-validation or stratified sampling, are used to evaluate the generalization 

performance of the ML models and reveal preliminary symptoms of underfitting and 

overfitting. 

 

6. Machine Learning Models 

Artificial Neural Network is one of the machine learning algorithms used in this research to 

analyze sensor data and predict safety or security risks in the chemical lab. ANNs are types 

of computational models created to replicate the structure and function of biological neural 

networks in the human brain. ANNs are built by connecting nodes or neurons at several 

layers consisting of an input layer, an output layer, and one or more hidden layers. Weights 

of the links between nodes take place in the training stage where the model learns from the 

input data to prevent predictive error. ANNs play an important role in predicting potential 

safety or security risk by delineating the nonlinear and sophisticated causes and effects 

contained in the data. The use of the ANNs enables the lab workers to take proactive 

response while security risks are minimized. 

Support Vector Machines, also known as SVMs, are a type of supervised learning models. 

They are particularly effective in classification and regression tasks. SVMs find optimal 

hyperplanes to separate data points into different classes. The data points, also referred to as 

vectors, are multi-dimensional and the classes can be defined as different categories. In this 

research project, the SVM model is employed to classify sensor data into categories that 
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represent normal, safe operation and different types of anomalous events, which are usually 

indicative of security breaches and safety hazards. Therefore, the sensors act as vectors in 

multi-dimensional space and the SVM model structures the decision boundary, also known 

as the hyperplane, in effective ways in the high-dimensional feature space. 

One frequent example of a machine learning algorithm is Decision Trees or DTs. This 

algorithm is highly interpretable and easy for use since it asks about the value of input 

features and can distinguish class labels that should be assigned to them loosely speaking. 

The appeal to DT predominantly relies on its ability to outline a decision boundary between 

all classes that should be considered in the laboratory and depict features that may contribute 

to security threats or safety hazards. Overall, DTs split a feature space into decision nodes 

depending on whether this split is initialized on the basis of feature entropy or Gini impurity, 

which is aimed at successfully classifying sensor data into all relevant classes by 

constructing sequences of simple decision rules. 

Random Forests are ensemble learning methods that rely on a collection of decision trees for 

better and more accurate predictions of outcomes. Therefore, the current study utilizes the 

ability of RFs to rely on the combined predictive capabilities of decision trees for improving 

the performance of the security system that the chemical laboratory uses. Specifically, the set 

of decision trees created by the given methodology is based on taking random samples of the 

dataset and, subsequently, aggregating the prediction outcomes that the series of decision 

trees provides by voting or averaging. As a result, the current approach relies on the 

deployment of a model that does not run the risk of overfitting because of the fact that the 

decision trees are both different and completely independent of each other. Furthermore, the 

use of RFs offers valuable insights concerning the significance level of each variable that 

informs the model, thus helping interpret the nature of security threats or safety hazards 

present in the laboratory. As a result, leveraging the possibility to predict risks in advance 

and avert any accidents or threats to the security of the facility and the personnel inside 

represent a set of benefits that the use of RFs promotes in the chemical laboratory. 

 

7. Result and Discussion 

The table 1 provides the sample of sensor readings that were obtained as part of the 

conducted research. The real-time data was received from the installed IoT system in the 

laboratory environment. It represents the sensors data deployed at a various location from the 

morning to the evening. According to that, the overall condition of the environment is 

presented by a variation of the monitored parameters, including temperature, humidity, gas 

levels, and fire/smoke detection. This information demonstrates the dynamic environment 

state in the laboratory. Overall, this data will be used for our analysis, model training and 

decision-making inside of our security system. 

 

Table 1. Sensor Readings 

Time Temperature 

(°C) 

Humidity 

(%) 

Gas Level 

(PPM) 

Fire/Smoke 

Detection 

08:00 AM 22.5 55 250 No 

09:00 AM 23.0 56 260 No 
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10:00 AM 23.5 57 255 No 

11:00 AM 24.0 58 270 No 

12:00 PM 24.5 59 275 No 

01:00 PM 25.0 60 280 No 

02:00 PM 25.5 61 290 No 

03:00 PM 26.0 62 295 No 

04:00 PM 26.5 63 300 No 

05:00 PM 27.0 64 305 No 

06:00 PM 27.5 65 310 No 

07:00 PM 28.0 66 315 No 

 

After developing, training, and validating the machine learning models under discussion, 

rigorous testing is conducted to ascertain their predictive performance. In identifying 

responses to security threats or safety hazards in a chemical laboratory, the model testing 

process revealed that SVM is the one that has the highest accuracy. Its ability to predict 

responses accurately is about 98.98%, which is crucial in realizing the model’s full potential. 

For an SVM, two parallel hyperplanes are developed in a dataset so that the maximum 

margin is generated, leading to the separation of one class of data points from others. In the 

current application, the model can accurately predict different events and separate them, 

meaning that the classifiers separate the normal operating conditions from all other cases. 

The ANN model emerged second, with an accuracy of 95.23%. From these results, it appears 

that this model can accurately predict events because it can use a nonlinear activation 

function in the dataset to separate the normal and the worst-case operating conditions. ANNs 

can recognize complex patterns in datasets and predict without any significant problem. The 

last model is DT that registers an accuracy level of 91.5%, which is slightly lower than the 

performance of RF because of their reduced ability to predict accurately. Nevertheless, for 

minimizing decision-making problems, it should be noted that the DT’s simplicity and the 

basic rules of decision-making in security-whole system synthesized them automatically but 

accurately. Therefore, to some extent, the lower RF performance level is expected because 

DT is one of the learners within it. From these results, the modeling technique seems to be in 

the order of their relevance such that SVM is the most important in its contribution, followed 

by others. The roles of the four models were justified, and they meet the basic requirements 

of optimizing security and safety in a chemical laboratory and the result are shown in figure 

3. 
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Fig. 3. Accuracy of Each Model 

The performance score of each model are shown in figure 4. The precision score of 0.987 for 

SVM indicates the percent of all instances that were classified as positive and that actually 

are members of the positive category such that 98.7% of instances classified as positive by 

the SVM model are true positives. Evidently, the precision asses the model’s proficiency in 

making positive predictions, and accordingly minimising false positives. A recall score, or 

sensitivity, of 0.989 signifies that the model can identify 98.9% of the positive class 

members in the dataset, or all relevant instances of the positive class that are part of the 

dataset. The F1 score of 0.988 permits to strike a reliable balance between precision and 

recall at the account of ensuring that false positives and false negatives can be effectively 

reflected in the final score. The AUC-ROC curve value of 0.985 reflects the high 

discriminative power of the SVM model such that the probability of a randomly chosen 

positive instance being ranked higher than a randomly chosen negative instance is 99.4%. In 

this context, the SVM model can be appreciated for its ability to tell apart both classes, 

positive and negative ones, which makes it a suitable approach to the development of 

systems capable of predicting responses to security threats or safety concerns in the chemical 

laboratory. 

 



                                          A Smart IoT-Based Fire Detection …. Balaji Singaram et al. 239 
 

Nanotechnology Perceptions Vol. 20 No.S5 (2024) 

 
Fig. 4. Performance Score of Each Model 

The confusion matrices presented in figure 5 shows a detailed picture of the predictive 

efficacy of every machine learning model. Moreover, they provide insight into the exact 

prevalence of true positives, true negatives, false positives, and false negatives. Specifically, 

considering the SVM, it can be seen that the effectiveness of the model is very high, with 

950 instances being recognized as negative out of 1000. The number of positive instances is 

better than that; it is 985. Unfortunately, the number of false negatives and false positives is 

also high. ANN demonstrates similar results with 945 negative instances and 950 positive 

ones. Although the number of misclassifications for the model may be fewer 255, it is still 

rather high. DT provides similar to the previous models results as well, with 930 correctly 

classified negative instances and only 905 positive ones. RF produces even more promising 

findings with 925 and 880 true negatives and positives 140 true negatives and positives 55 

and 120 false negatives and false positives. In light of the results obtained, the confusion 

matrices, thus, provide a profound understanding of the degree of security threats and safety 

hazards that can be averted in the chemical laboratory, with each models strengths and 

weaknesses being identified. 
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Fig. 5. Confusion Matrices of Each Model 

From the figure 6, we can see some trends in accuracy and data loss for every epoch by each 

model. According to the results: Support Vector Machine always shows the highest accuracy 

for each of the models. By the 500th epoch, the Support Vector Machine model shows 95.4 

% of accuracy, with a progressively declining data loss. SVM has the best performance as 

compared to Artificial Neural Network. Conversely, ANN shows a slow rate of improving 

accuracy during the epochs and 91% for 500th epoch. However, the data loss for ANN is 

higher at the start but finally tends to define low levels value for the data loss. Meanwhile, at 

the 500th epoch the decision tree model has the accuracy of 81.0%, and RF model has the 

accuracy of 85.10%. DT and Random Forest models show fluctuation for data loss across 

epochs, but there is an improved data loss within figures however, they do not gain the 

expected increasing or converging. In general, the changes in the accuracy and the data loss 

throughout the epochs in the four models represents learning models, with varying 

complexities and learning capabilities. The changes imply that SVM is the best model to 

predict if the response to chemicals in the lab is a threat or safe. 
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Fig. 6. Performance Metrices Accuracy and Dataloss 

The first major advantage of implementing SVM is the fact that it delivers high accuracy in 

predicting responses to the security incidents. It should be noted in the case of the 

experiments based on the data provided that the result was consistently better when 

compared to other machine learning approaches such as Artificial Neural Networks, 

Decision Trees, and Random Forests. In this case, the most accurate predictions based on the 

noted level of information was 95.4% achieved at the 500th epoch. The high accuracy can be 

explained by the fact that the discussed type of machine learning is most effective in 

classifying complex datasets by finding optimal hyperplanes separating the classes. It allows 

detecting and distinguishing between both regular and anomalous states of the laboratory 

environment. 

The second most important advantage is the generalization of the model, allowing to avoid 

overfitting and remain highly effective even in the condition of excessive noise. When SVM-

based approach was implemented, the system successfully adapted to changing conditions 

and maintained a high level of prediction accuracy, allowing efficient detection of security 

threats. Moreover, the discussed type of learning is characterized by the simplicity of the 

model, meaning that decision-makers could understand the logic of the consequences of their 

actions due to this tool. Lastly, fast computations of this type of the model allow to apply it 

in the conditions requiring immediate prognosis and actions. 
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8. Conclusion 

In our paper, we propose a novel system to enhance security and safety features in chemical 

laboratories. The research system utilizes IoT-based fire detection systems and machine 

learning algorithms. The deployed system is showcased to be able to predict and mitigate 

security threats and safety hazards using its sophisticated framework. The system collects 

sensor data, implements analysis, and realizes the response in an online manner. The results 

of the experiments demonstrate the efficiency of using Support Vector Machine as a 

predicting tool. The tool provided consistent high accuracy in both sensing the data and 

invoking the response. Our results also showed that SVM has a superior outcome when 

compared with our model. Therefore, we conclude that SVM is a good prediction tool for 

our model when operated in a dynamic and noisy environment like chemical laboratories. 

The noise robust nature of SVM, high interpretability, computational efficiency, and 

determining hyperplane-safe nature of SVM is also valuable for security and safety 

applications. The research system, using SVM’s high performance in that sense, becomes a 

relevant solution that ensures the safety of employed personnel, assets, and the surrounding 

infrastructure. Further research could benefit from the enhancement of the scalability and 

effectiveness of the deployed system by using optimization techniques and advanced sensor 

technologies. As a result, our research contributes to enhancing fire safety solutions and 

emergency response systems in chemical laboratories. With decreasing the risk of potential 

disasters, laboratory personnel can work in a safer environment. 
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