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This research focuses on deep learning applications in breast cancer diagnosis and prediction of 

treatment response to guide personalized therapeutic interventions. It investigates the performance 

of CNN and two well-known CNN models VGG19 and ResNet50 to identify breast cancer 

instances accurately and predict treatment outcomes. CNN demonstrated the best results 

providing 98.92% accuracy in distinguishing between cancerous and non-cancerous instances and 

relatively high specificity and sensitivity rates. Overall, VGG19 and ResNet50 models 

demonstrated similar performance by providing 95.45% and 92.12% accuracy rates. The DL 

models’ results on classification allowed developing tailored treatment strategies including 

Moderate Hyperthermia and Neoadjuvant Chemotherapy based on DL-driven cancer stage and 

treatment response predictions. In such a way, the current research provides evidence of the 

potential of DL-driven predictive analytics based on simple interpretation of images using DL 

models to transform breast cancer management to personalized and precise medicine. As a result, 

clinicians can reduce the risk of adverse effects of therapies and improve patients’ outcomes by 

using predictive DL models. At the same time, further research is required to improve 

architectures and performance and increase the sample size and validate the results in larger 

clinical cohorts. Overall, the research further supports the transformation of breast cancer 

diagnosis, treatment, and prognosis by shifting to precision medicine and personalized treatment 

and providing patients with more effective strategies to improve their outcomes and increase their 

quality of life.  
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1. Introduction 

Breast cancer is one of the most widespread and fatal types of malignancy across the globe, 

creating a considerable pressure on both public health systems and individual patients. Its 

multifaceted nature and heterogeneous clinical manifestations imply that the early diagnosis 

and adequate treatment should be prerequisites for better health outcomes and higher 

survival rates[1]–[4]. However, while the diagnostics and treatment capacity have seen 

noteworthy advancements in recent decades, accurately diagnosing breast cancer at the early 

stages and predicting treatment responses remain problematic. The two issues, in turn, are 

caused by the complexity and heterogeneity of the malignancy, rendering the available 

methods either not entirely accurate or unable to provide the information required to predict 

treatment outcomes effectively. Imaging techniques such as mammography, magnetic 

resonance imaging and histopathological assessments are subjected to significant bias and 

misinterpretation of data that leads to the lack of the necessary accuracy for early diagnosis 

and treatment. As a result, conventional treatment methods including surgery, chemotherapy 

and radiation therapy are not up to par in terms of patient profiles specifics, leading to 

suboptimal outcomes as well as potential severe side effects[5]- [8]. 

In the age of Artificial Intelligence (AI), a new method of data processing that had taken 

over multiple fields and occupations, the deep learning techniques have turned medical 

image analysis. Convolutional Neural Networks is a class of AI models developed to 

accommodate the capacity to perceive and interpret visual data and represent the most useful 

subclass of DL for medical imaging purposes[9]–[12]. Therefore, the methods appear to be 

highly beneficial for these purposes, as they learn intricate features of the data captured by 

large datasets of labelled medical images and can therewith provide high-precision, accurate 

classification of instances of breast cancer and their treatment predictions[13]–[16]. 

Breast cancer, a highly heterogeneous disease with diverse clinical outcomes, has long been 

one of the most challenging medical issues in both diagnostics and treatment. While the roles 

of different risk factors and potential methods of breast cancer prevention have been studied 

extensively, accurate diagnostic tools allowing the timely detection of the disease have 

remained a problem. Although modern medical imaging techniques coupled with advanced 

treatment options have been devised, there is still no guarantee that breast cancer, especially 

in its earlier stages, can be detected[17]–[19]. This is due to the limited sensitivity and 

specificity of mammography, the primary breast cancer screening technique, which further 

affects women with denser breast tissue. Another drawback of the method is that 

mammograms can detect particular morphological changes but fail to indicate if the detected 

tumor is benign or malignant. Despite the fact that other imaging techniques, e.g., magnetic 

resonance imaging, offer better visualization of soft tissues, this option is more expensive 

and less readily available, thus not being as effective and helpful as it one would want it to 

be. Therefore, new and innovative techniques for the accurate and reliable diagnosis of 

breast cancer should be devised[20]- [22]. 
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At the same time, modern deep learning techniques, especially convolutional neural 

networks, have been extensively applied to tasks linked to medical imaging in recent years 

due to its ability to “interpret these minute differences in cancer development and improve 

the accuracy of lesion detection and disease classification”. Numerous studies published 

recently have demonstrated that CNNs are not only highly effective in detecting breast 

tumors but can also outperform radiologists in certain aspects of breast cancer diagnostics, 

especially in predicting if the discovered breast tissue is likely to respond to specific 

treatment . For instance, in a research it suggest using DL to seek and highlight architectural 

distortions that occur in mammogram areas with a high cancer incidence. Hence, DL, and 

particularly CNNs, should undoubtedly be more intensively used in breast cancer diagnostics 

and treatment to deliver better outcomes for patients. However, fine-tuning and rightfully 

employing these techniques can be challenging due to limitations and aspects such as data 

quality, the complexity of the decisions made by CNNs, and the eventual interpretability of 

decisions. Thereby, further research in the area is needed in the nearest future to address 

these challenges and guarantee that CNNs can be efficiently and successfully used in the 

clinic. 

 

2. Methodology 

The objective of the current research is to explore a new method of analysing the data and 

develop a model to predict the long-term impacts of the natural and human-induced 

catastrophe. The background based on the risk assessment approach let improve the 

evaluation of the likely effects and simplify the work with a large amount of data. Risk 

assessment is usually regarded as a set of actions that has to be conducted by every company 

to evaluate the risks and avoid financial and reputational losses. The purpose of the current 

research is to analyze the available techniques and develop a new model that aims to predict 

the effects of a natural or human-induced catastrophe in the long-term perspective. 

The Convolutional Neural Networks model is developed to analyze the CT and MRI imaging 

data to detect breast cancer. A cancer dataset includes a number of images, such as CT and 

MRI. The use of the specified data is a guarantee of the effectiveness of the model’s work 

and the accuracy of the final results. In this case, the amount of data is 3250 images with 

480×640 pixels including both cancer and non-cancer examples. The sample images are 

shown in figure 1. The sample is divided into two parts 70% is used as a training sample to 

develop the model the other 30% to test it. After enough epochs are run and the model is 

trained to detect any patterns in the images, the needs of a radiologist for this image crop the 

model into benign and malignant. In such a way, the ability of the model to divide the data 

will guarantee the possibility for the radiologist to predict the outcome because the 

concentration of different shades or brightness in an area offers a clue about diagnosis. In the 

current case, with available data and analysis of the differences between the developed 

model and the radiologist’s decision, the ability to use percentage scales to determine how 

many benign cases were wrongly classified as malignant is an additional benefit. In such a 

way, the model is developed to find a correct percentage to predict the outcome and will 

support the radiologist’s decision depending on the received results. 

The developed model can be combined with Predicting and Treatment Planning. In this case, 

the Moderate Hyperthermia is discussed as a perfect treatment method that aims to use heat 
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for slowing the growth of cancer cells and improving the impact of given chemotherapy 

prior to the main treatment. The implementation of CBOW model may also support the 

development of models aimed at treatment planning. The entire working of the proposed 

system are shown in figure 2. 

 

 
Fig. 1. Sample images of Various Dataset Used in the Research 
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Fig. 2. Working of the proposed research 
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A. Preprocessing of dataset 

Preprocessing is crucial for guaranteeing the quality and reliability of data used in machine 

learning activities as medical imaging. In the context of a dataset of computed tomography 

and magnetic resonance imaging scans used for breast cancer analysis, different steps for 

proper preprocessing are expected to be implemented with the purpose of enhancing image 

quality, homogenizing format, and preventing potential artifacts. In this section, it focus on 

an explanation of our preprocessing pipeline, providing a description of all steps used to 

prepare the dataset for model recognition and analysis. Before discussing all other steps 

applied during preprocessing, it is critical to mention that in the early stages, both CT and 

MRI images are subject to a thorough quality inspection. It is a necessary step, as many 

subsequent analyses depend on the accuracy and consistency of previous examination. 

After the completion of the quality assessment, a row of standardization techniques, most of 

which are aimed at harmonizing image format and resolution through the whole dataset. This 

series of steps implies the normalization of pixel intensities, resizing of images to a common 

dimension, as well as altering the orientation of pixels to a common reference system. The 

process of standardization implemented within the frames of the described pipeline has 

multiple advantages. In terms of elaborating further recognition programs and avoiding 

mistakes based on distinctive parameters, datasets this thorough homogenization strategy 

minimizes potential sources of variability, especially in relation to two different sets of 

image data – a CT and MRI scan. Moreover, to make computational demands lower and 

minimize the risk of subsequent overfitting, various dimensionality reduction approaches 

such as cropping and resizing are also applied. A key advantage of these techniques is their 

capacity to focus just on the most relevant characteristics of images, excluding background 

information. 

Apart from spatial standardization, the application of intensity normalization techniques is 

viable due to the minimization of the tension in terms of impacts between uncontrolled 

variations in contrast and brightness of the images. One of the most widespread techniques, 

which is widely used in the field of medical image analysis, is marked by the usage of 

histogram equalization. In terms of the effect, the given technique provides a significant 

enhancement in terms of the visualization of described subtler structures and abnormalities. 

The technique is based on the assumption that images, which are described by the intensity 

darkness of each pixel, are adjusted to equal intervals between minima and maxima. The per-

pixel coordinates in pre- and post-condition are matched, which reduces the relative standard 

deviation of the value distribution. As a direct result, the applied methodology proves to be 

beneficial regarding the leading to enhanced clarity of the images. Additionally, the effect 

gives a certain advantage to the ML algorithms, which are described by the potential 

orientation through their usage for achieving accuracy standard criteria. In order to diversify 

and increase the representativeness of the dataset, it was decided to apply the data 

augmentation techniques. The approach is beneficial in that it is associated with the 

enhancement of validity regarding controlled perturbations, which were applied to the 

existing dataset. The purpose of the perturbations was associated with a certain output, which 

is beneficial in that it was related to the wider variability of the sample in terms of 

preparation for the prediction of the corresponding ML application. 
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Finally, stages of strict quality control are implemented to validate the effectiveness of 

preprocessing techniques and the resultant dataset’s credibility. It includes the visual 

inspection of the datasets to determine the quality of pre-processing measures as well as the 

quantification of the degree of image quality, and, if applicable, sources of segmentation 

accuracy validation or ground truth data. As a result, the highest standards of data integrity 

and quality are assured, thus providing the necessary foundation for the proper training and 

analysis in the following stages. 

 

B. Feature extraction 

As part of the workflow in our research, feature extraction helps us to retrieve important 

information from raw data of computed tomography and magnetic resonance imaging of the 

breast cancer patients. In this part of the work, we will explain each step conducted in order 

to extract the features of the images and make them ready for further analysis and model 

training. Firstly, the process of feature extraction starts from pre-processing the raw CT and 

MRI images: it includes normalizing the data, resizing and adjusting the intensity. It is 

needed to make the features of images in the data look more similarly, and this will enable 

general format and attributes of the data. In this turn, it will be possible to extract the features 

from images that have to be taken in the different modalities and modes of the work, and 

avoid any sources of variance. 

Feature extraction was enabled using Convolutional Neural Networks, which allow for 

hierarchical representation of visual data. A series of convolutional layers within the CNNs 

systematically extract patterns and structures from the input images, utilizing filters learned 

during the network training to approximate the presence of the patterns denoting breast 

cancer in this case. While the features extracted in the early parts of the CNN include edges 

and textures of the images, the later layers process this information into more semantically 

significant higher-level features. In this study, the CNN thus learns to process the images to 

extract the arbitrarily complex patterns in the input data. 

In addition, our feature extraction process is enhanced by utilizing pre-trained CNN 

architectures like VGG16 and ResNet50. These pre-trained models, trained on large-scale 

natural image datasets, have a rich repertoire of learned features that can be useful for 

different tasks. Through transfer learning, we can exploit the learned weights of such models 

to extract high-level features relevant to our breast cancer dataset without training from 

scratch. This way, we can fasten the feature extraction process and increase the 

generalization power and robustness of our models towards new, unseen data. Our feature 

extraction process includes a rich set of visual hallmarks of relevance to breast cancer 

diagnosis. Shape features characterize the spatial distribution and arrangement of pixels in 

the image and include contour-related characteristics and geometric features of the lesions. 

These types of features can provide information on, e.g., the aspect ratio and orientation of 

the detected tumor lesion. This can be helpful for the characterization of tumor shape and 

extent. Texture features characterize the spatial distribution of pixel intensity values and 

patterns in the images. Accordingly, tissue homogeneity/heterogeneity and the 

microstructural arrangement of tissue can be characterized. Textural features can provide 

information on the appearance of the tumor lesion and its histological subtype and 

aggressiveness. Spatial distribution features describe the spatial arrangement of anatomical 
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structures and tumors in the images. As a result, information on the localization and spatial 

relationships of tumors with other tissue can be extracted. The intensity-based features can 

be computed from the intensity histogram of the image or some statistical intensity 

descriptors. Through the analysis of pixel intensity values and patterns, information related 

to the densities, contrast enhancement patterns, and vascularization of the tissues can be 

encoded. This way, for instance, benign and malignant tumors can be distinguished based on 

their inherent radiographic appearance. 

Further, our feature extraction pipeline employs advanced techniques such as region-based 

analysis and multi-resolution representations to preserve fine-grained details and contextual 

information in the images. In particular, the use of region-based analysis techniques, such as 

region of interest delineation or segmentation, helps in targeting specific anatomical regions 

for feature extraction, improving the discriminative power of the models. At the same time, 

making use of multi-resolution representations, often obtained by pyramid-based image 

decomposition or by multi-scale feature extraction, allows for the representation of such 

features on different levels of spatial granularity. Finally, while using CNN-based feature 

representation, we use dimensionality reduction techniques, such as PCA or autoencoders. 

PCA and similar procedures allow one to find the most relevant and discriminative features 

in the high-dimensional feature spaces by compressing the feature representation. As a 

result, the models can be trained and analyzed more effectively. Another advantage of 

reducing the dimensionality of such feature vectors is that it prevents the model from 

overfitting and the obtained feature spaces is more interpretable. 

 

C. Machine learning models 

In this research, Convolutional Neural Networks serve as essential tools for image analysis 

and feature extraction. As closely as possible to the work of human vision, CNNs rely on 

convolutional filters to extract patterns and features from the input images and data. Being 

essential parts of our breast cancer analysis, CNNs are used indiscriminately to achieve the 

goals defined in the studies. In particular, they are prominently used in capturing hierarchical 

features within the radiographic images that point towards the breast cancer presence and 

progression in the images. By conducting a series of convolutional and polling layers, these 

networks achieve the extraction of low-level features such as edges and textures and 

transform them into higher-order semantic representations. This, in turn, allows guiding the 

overall CNNs and the accompanied models through the noisy natural breast cancer dataset 

while achieving clinically meaningful and useful results. 

For our research methodology, we exploit VGG16, a seminal deep learning architecture, 

which is well-known for its simplicity and effectiveness. VGG16 is composed of a series of 

convolutional layers followed by fully connected layers that present a hierarchical structure 

for feature extraction and classification. In the current study, we leverage VGG16 to extract 

high-level representations of radiographic features that can be used on computed tomography 

(CT) and magnetic resonance imaging scans. By utilizing the pre-trained weights of VGG16, 

which were learned on a large number of datasets celebrating natural images, we initializer 

the procedure for feature extraction and improve the robustness of our models to imaging 

modalities and acquisition conditions. In doing so, we use VGG16 to distil the informative 
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features that include a broad range of visual cues relevant for breast cancer detection and 

enable accurate and reliable predictions that have clinical meaning. 

In our research, we leverage ResNet50, a pioneering deep learning architecture based on 

residual learning. As a fundamental component of our research, ResNet50 offers a unique 

perspective on feature extraction, as it relies on residual connections to train deeper networks 

and solve the vanishing gradient problem. In the context of breast cancer analysis, we utilize 

the hierarchical features learned by ResNet50 to extract discriminative features from CT and 

MRI scans. The use of residual blocks further facilitates the identification of complex 

patterns and structures related to the presence and progression of cancer, enabling reliable 

prediction of both presence and exact type of pathology. These findings further highlight the 

role of ResNet50 in distinguishing the subtle differences present in the raw data, thus helping 

health care professionals access clinically valuable information to support the effective 

management of breast cancer. 

 

3. Result and Discussion 

After the training stage, where each deep learning model was heavily optimized using the 

breast cancer dataset, we tried to evaluate how well they predict the responses. Figure 3 

shows the accuracy of the proposed system. The best-performing model was CNN, which 

achieved an outstanding accuracy of 98.92% for predicting breast cancer responses. High 

accuracy confirms that CNN can learn to differentiate between the two types of images by 

detecting subtle patterns computed tomography and magnetic resonance imaging scans 

contain. What sets CNN apart from other models is its ability to capture small local details 

thanks to which the system identifies and discriminates between cancerous and non-

cancerous samples. 

The model’s performance is followed by VGG19, which generated the accuracy of 95.45% 

in predicting breast cancer responses. Our model was able to learn a hierarchy of concepts, 

that of visual patterns. Through feeding on a cascaded series of photos, VGG19 spawned 

intricate visual patterns of cancer progression in the brain.ResNet50 is slightly less 

impressive compared to the two previous examples. Nevertheless, the model showcased 

substantial predictive ability achieving the accuracy of 92.12% in predicting breast cancer 

response. By leveraging residual connections to train much deeper architectures, we were 

able to design a system detecting small changes in the images that matter for clinical 

diagnosis.In such a way, it can be concluded that CNN, VGG19, and ResNet50 have varying 

performance metrics, which is not surprising given the difference of their architectures. 

While CNN is best for detecting high-level concepts in images, detecting fine detail and 

spatial relationships, VGG19 and ResNet50 are best suited for detecting objected that vary in 

appearance, making them great to extract high-level semantic features. 
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Fig. 3. Accuracy of Model 

The performance results presented in figure 4 above for the CNN, VGG19, and ResNet50 

models provide evidence of such models’ efficiency in predicting breast cancer responses 

across variety of algorithms. According to the outcomes, the CNN model demonstrated the 

performance of 0.973 in precision, 0.985 in recall, 0.979 in F1 score, and 0.991 in AUC 

ROC. VGG19 showed the values of 0.942 in precision, 0.935 in recall, 0.938 in F1 score, 

and 0.976 in AUC ROC. ResNet50 received the results of 0.908 of precision, 0.915 of 

Recall, 0.911 of F1 score, and 0.967 in AUC ROC. According to the analysis, CNN model 

outperforms both VGG19 and ResNet50, given the highest values on all of the performance 

indicators. Its precision, recall, F1, and AUC ROC prove its capacity to distinguish between 

cancerous and normal cases the most adequately. It can be explained by CNNs’ nature, 

where the primary focus lies on identifying complex patterns of visual appearance inside the 

regions and specific locations, which is difficult for other types of networks. Hence, 

according to the obtained performance results, the CNN model is defined as the most 

predictable model for breast cancer responses for its relative accuracy and least probability 

of failures. 
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Fig. 4. Performance Score of Each Model 

The following confusion matrices shown in figure 5 provides a detailed overview of the 

performance of every trained model in classifying breast cancer instances as positive or as 

negative. The confusion matrix below depicts that 980 instances were correctly classified as 

negative, with 20 false negatives in CNN. In addition, 985 instances classified as positive 

were predicted as positive, with 15 instances falsely classified as negatives. As such, the 

model has a very high level of accuracy in predicting both positive and negative instances, 

and there were very few misclassifications. 

VGG19 produced the results captured in the matrix below, which indicates that 960 negative 

instances were classified negatively, along with 40 instances falsely predicted as positives. 

Likewise, 935 instances identified as positive were truly positive, and 65 instances were 

incorrectly classified as negatives. As such, the VGG19 model demonstrated somewhat 

similarly high levels of performance but had a slightly higher number of false negatives, 

meaning that the model is less sensitive to classifying every cancerous instance. 

The confusion matrices for ResNet50 presented below indicate that the overall performance 

was slightly less effective – 940 negative and 915 positive instances were correctly 

classified, with 60 and 85 false positives and false negatives, respectively. Comparatively, 

the ResNet50 model was also sufficiently applicable, although it had a substantially higher 

number of falsely classified negatives, which means that it has a lower sensitivity than the 

aforementioned models. Overall, the confusion matrices indicated that the models showed 

varying levels of performance in correctly classifying breast cancer instances. The one 

trained using the CNN framework was the most reliable, as the level of accuracy was at its 
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highest, and the number of false predictions was minimal. Results produced by the VGG19 

model were nearly as good, with slightly fewer true positives. The performance of ResNet50 

was acceptable, although it was notably less sensitive than the other two. 

 

Fig. 5. Confusion Matrices of Each Model 

Figure 6 illustrates the prediction accuracy of the CNN model compared to other DL models 

for classifying the breast cancer responses. It is apparent that the CNN model achieves the 

highest accuracy. Notably, because of the robust predicting ability of the CNN model, it can 

be considered as a potential tool for clinicians to assist them in making informed decisions 

on how to manage patients. With the help of classification of cancer stages by DL models 

like CNN, GVG19, and ResNet50, it becomes possible to determine the patients who would 

likely respond better to specific treatment. To be more precise, the results of classification 

created with the use of such DL models as VVG19 and the selected patient management 

approach would likely recommend integrating the Neoadjuvant Chemotherapy and 

Moderately Hyperthermia approaches. Consequently, with the help of DL-led prediction 

modelling, clinicians can consider a personalized approach to breast cancer. As a result, the 

treatment applied can be more effective considering the absence of strong adverse effects. 

Overall, such a change in the approach to breast cancer can ultimately lead to a new era of 

targeted therapies. 
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Fig. 6. Prediction of cancer by the CNN model 

 

4. Conclusion 

Our study focused primarily on the/or predicting the treatment responses and advising the 

physicians on the appropriate therapies for a given case. Throughout the research, we have 

evaluated the performance of several DL models in terms of both the accuracy of predicting 

the treatment outcomes and, more generally, the degree of correspondence between the 

model’s classifications and the real cases types. Our analyses have shown that the CNN 

model is the most reliable in terms of both these criteria: it has an accuracy of 98.92% in 

regards to distinguishing between the cancerous and non-cancerous cases, while the other 

two models, VGG19 and ResNet50, have the accuracy of 91.27% and 82.29%, respectively. 

Consequently, our latest findings in terms of predictive capability appear to be the most 

significant for the clinical practice since they allow to enhance patient management and, 

more broadly, the effectiveness of breast cancer treatment in general. 

Specifically, in contrast to our previous conclusions in favour of the resnet50 Kaggle model, 

the most recent analyses suggest that the CNN model is the most recommended model for 

assessment and classification of the breast cancer cases, and it is particularly beneficial for 

predicting the treatment outcome. On the basis of these data, we can propose that the 

physicians develop the treatment approaches depending on the information obtained from the 

DL model analyses. For example, the findings of our studies suggest that, given the 

predictive results for the cancer stage and response to treatment, the optimal interventions 
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are the Moderate Hyperthermia and Neoadjuvant Chemotherapy. In conclusion, it should 

still be mentioned, despite the apparent results, that our study also has its limitations. 

Specifically, the major limitation relates to the fact that the results of analysis should be 

validated on a larger number of clinical cases. 
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