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This research examines the effectiveness of various artificial neural network technologies in 

enhancing wastewater treatment models prediction and remediation on the standpoint of 

environmental sustainability. This study was done via ten experiments that delve into the 

performance of the four types of ANN architectures known as Feedforward Neural Networks, 

Recurrent Neural Networks, Long Short-Term Memory Networks, and Gated Recurrent Unit 

Networks. This process model’s validation findings affirm the models’ capability to forecast the 

outcome of the intervention and guide the correct form of remediation. FNNs yield consistently 

low levels of MSE: between 0.010 and 0.020, while the R^ 2 is high and stays between 0.910 and 

0.960. Meanwhile, RNNs, LSTM Networks, and GRU Networks include slightly higher MSE 

values but feature a stronger correlation with R^2 : between 0.880 and 0.940. These results 

indicate that the ANN technologies have the potential to model the treatment processes. They can 

be utilized to ensure more optimal treatment processes and reduce environmental contamination. 
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1. Introduction 

Wastewater management remains a growing environmental issue, both domestically and 

globally. Inadequate treatment results in water bodies’ pollution and ecosystem degradation 

and poses new threats to community welfare and health. Traditional wastewater treatment 

systems have difficulty removing contaminants efficiently and optimizing resource recovery. 

The application of artificial intelligence techniques, and in turn, artificial neural networks 

over recent years has had a somewhat unprecedented potential to rationalize wastewater 

treatment processes in improving prediction accuracy and, hence, driving remediation 

processes[1]–[3]. 

The impulse for this study is the immediate necessity for enhancing the productivity and 

scope of the existing wastewater treatment processes and the need for new methods to cope 

with the rising environmental impact. Although numerous advancements have been made in 

traditional ways of wastewater treatment, new techniques must be developed to combat the 

changing nature of environmental risks and regulations. Artificial neural networks present 

such an innovation by creating a computational model, based on the human brain biological 

neural networks that can process the data’s complex patterns and nonlinearity considerably 

present in wastewater treatment systems[4]–[7]. 

The problem statement is centred around the inadequacies and imperfections of traditional 

wastewater treatment models concerning the accuracy of predicting treatment results and 

facilitating proper remediation procedures. Typically, conventional models are characterized 

by simple assumptions and linear dependencies that cannot fully articulate the dynamic and 

nonlinear behavior of the wastewater treatment progression. The loss of accurate portrayal of 

the actual state of incidents between theoretical predictions and practical experience results 

in wasted resources and imprecise environmental outcomes [8]–[11]. 

The research objectives are divided into two parts: First, the paper aims at determining the 

extent to which the different types of Artificial Neural Networks – Feedforward Neural 

Network, Recurrent Neural Network, Long Short-Term Memory, and Gated Recurrent Unit 

can be used to predict the wastewater treatment model and remediate it. Second, its goal is to 

establish the extent to which the use of ANNs can increase the prediction accuracy and aid 

the optimization of the remediation process. 

The area of the paper covers both theoretical realization as well as ANN techniques 

application in wastewater treatment. The research will assume the acquisition and analysis of 

data related to wastewater treatment, the creation of different ANN models as well as their 

training, and determination of performance of the models based on the capabilities to predict 

treatment outcomes and conduct remediation. At the same time, the paper also includes the 

ideas for applications of ANNs techniques to this industry and possible examples of further 

research. 

 

2. Literature Review 

Wastewater treatment is a crucial process that protects public health and the environment. It 

involves the removal of contaminants and pollutants from water before it can be disposed of 
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or reused. While currently used methods such as physical, chemical, and biological treatment 

are somewhat effective, they face many difficulties in areas such as high treatment 

efficiency, presence of complex contaminants, or changing operating conditions [12]–[15]. 

Artificial intelligence is increasingly viewed as a method that can be brought to bear on 

wastewater treatment to help optimize systems. As a data analysis tool, AI and its umbrella 

of techniques including artificial neural networks, the latter of which is particularly useful 

for big data applications, can be used to help predict the results of complex, interrelated 

systems. Treatment process modelling, which is used to allocate resources effectively among 

complex, often nonlinear water treatment systems, has been enhanced through the use of 

ANNs [16]–[19]. 

In recent years, a large number of studies in the wastewater treatment domain have 

investigated the use of ANN techniques for a broad range of problems. While the former 

comprises the prediction of concentrations of pollutants, optimal design and operation of 

treatment plants, and other applications, the following comprises modelling the relationship 

between input variables and output variables. Because they are basic types of ANN, FNNs 

have been used for the modelling. Recent studies have shown that RNNs, such as LSTM and 

GRU networks, are well-suited for modelling the temporal dependence of wastewater 

treatment data and the capture of sequential patterns and therefore used for time-series 

prediction and dynamic process modelling[20]–[23]. 

There are numerous challenges and limitations with respect to applying ANN techniques in 

the area of wastewater treatment, though it has a considerable potential. If refers primarily to 

available data and their quality, as wastewater treatment plans and facilities generate a great 

deal of heterogeneous data that may be incomplete, noisy, or biased. Data pre-processing and 

feature selection are essential when it comes to getting input data ready for ANN modelling, 

but the process requires a certain knowledge and understanding of the assumptions and 

underlying uncertainties. On any stage of ANN model implementation, it may overfit or 

underfit if it is not properly trained or validated, not reflecting its real-world generalization 

performance[24]- [26]. 

Additionally, the interpretability of ANN models is still a point of worry. The presence of 

complex network architectures and nonlinear activation functions has made it hard for 

researchers to understand what drives the trends of model predictions. As such, interpretable 

AI methods, through Explainable Artificial Intelligence, have been developed to understand 

how ANNs make decisions and what features contribute the most to the model prediction. 

Therefore, including XAI methods in ANN-based wastewater treatment could render these 

methods more transparent, explainable, and trustworthy, thus promoting their use for 

operational decision-making. 

 

3. Methodology 

The methodology of this research consists of several stages, including data collection and 

preprocessing, an artificial neural network overview, specific applications of various 

architectures of ANN, training and validation procedures, and performance evaluation. Data 

collection implies gathering datasets from wastewater treatment plants including influent 
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characteristics, operational parameters, and effluent quality. Datasets might be 

heterogeneous and require reprocessing to become consistent and qualitative. Pre-

processingwill entail data cleaning, normalization, and feature selection to prepare data for 

ANN modelling. 

 

Fig. 1. Artificial Neural Network Methodology 

A well-expressed scheme explaining the pattern on how process water treatment is made by 

using artificial neural networks is illustrated in Figure 1. The given pattern consists of 

several stages, as mentioned above. First, the given data integration and pre-processing are 

implemented based on appropriate and pre-processed data possible for pre-treatment 

processes from different treatment plants. Pre-processing eliminates data not rated, 

normalizes the range, and optimizes the primary features. In the diagram, there are simply 

represented four different types of ANN: Feed forward Neural Networks, Recurrent Neural 

Networks, Long Short-Term Memory, and Gated Recurrent Unit. ANN creates models for 

pre-treatment process prediction and developing optimal operating liberties. As presented, 

the developed models are trained and tested with the training and testing procedures without 

overfitting. Finally, the developed model’s performance is evaluated with water reduction 

reduction based on validated outcome data. 

Overall, the ANN techniques overviewed above form the basis for understanding the varied 

architectures and their uses, within wastewater treatment. While FNN are limited to models 

without feedback loops regarding input-output relations, RNN are designed to capture 

temporal dependencies or sequential patterns in time-series data; thus, it is ideal for dynamic 

process modeling. More so, Long Short-Term Memory and Gated Recurrent Unit. These two 
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are specialized forms of RNN designed to alleviate the vanishing gradient issue and grasp 

long-term dependencies in sequences. 

The implementation of FNNs involves the creation of a neural network with an input, 

hidden, and output layers. In addition, each neuron in the hidden layers is linked to some 

neurons in surrounding layers. Training FNNs involves moving input data through the 

network during forward propagation and backpropagation of errors to adjust the weights and 

biases. Thus, FNNs can be used to predict responses to treatment occurrences as a function 

of antecedent phenotypes and operational parameters. 

RNNs, such as LSTM Networks or GRU Networks, are used to grasp the temporal 

relationships in the wastewater treatment system. RNNs possess loops linked to the output, 

which enable information to be stored across time. This simple mechanism allows for the 

learning of sequences, which makes them appropriate for the sequential type of data, for 

instance, the treatment plant measurements collected in the time frame. Training such 

network comprises feeding the sequence data on time into the network and maximizing the 

updating the network parameter4s utilizing the gradient descent algorithms. 

Training and validation routines play an important role in the evaluation of ANN’s model 

performance. The input data are split into training, validation, and testing sets. The training 

set is calibrated for model parameters, and the validation set is used for hyperparameter 

adjustments to prevent overfitting. The testing set performs the general bookkeeping of the 

model’s generalization performance. 

 

 
Fig. 2. Training and Validation Processes of ANN in Wastewater Treatment 
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Figure 2 Shows the Training and Validation Processes of ANN in Wastewater Treatment. 

The procedure starts with data splitting, dividing the dataset into three subsets, which include 

the training, validation, and testing datasets. The training subset is used to train the trained 

ANN models, while the validation subset is applied in hyperparameter tuning and in 

monitoring overfitting during model training. Hyperparameter tuning refers to the adjustment 

of the parameters in the ANN models to maximize their performance on data that have not 

been seen before. ANN models are then evaluated using the Performance matrices on a three 

different subset, including training, validation, and testing subset. The result of the process 

uniquely provides the generalization performance of ANN in characterizing prediction in the 

dataset used. The whole process of training and validation shows the robustness and 

reliability of ANN in Wastewater Treatment scope. 

Lastly, in quantifying the extent to which ANN models accurately and reliably predict 

outcomes of interest in treatment, performance metric such as mean squared error and root 

mean squared error are often utilized. Coefficient of determination is also commonly used. In 

a perfect model, no measurement error occurs and R and R^2 would equate to 100 percent. 

These performance metrics inform authorities charged with decision-making on trend 

patterns based on input data considered. 

 

Table 1. Data Collection Information 

Data Category Description Number of Data 

Points 

Influent 

Characteristics 

pH, temperature, chemical composition, etc. 10,000 

Operational 

Parameters 

Flow rate, retention time, aeration rate, etc. 8,500 

Effluent Quality Concentrations of pollutants (e.g., BOD, 

COD, TSS) 

7,200 

From the above-mentioned Table 1, it can be observed that the dataset contains three major 

types of information that is essential for analysis of the wastewater treatment process. The 

first category, influent characteristics, contains information about the pH level of water 

entering the site, temperature, and characteristics of the chemicals, among other factors. Each 

of the dataset’s characteristics provides information about the initial state of the water from 

which it proceeds toward treatment. The second category is operational parameters, and it 

provides data on such measures as aeration rate, flow rate, and retention time, among others. 

The operational parameters are those factors that may directly influence the efficiency and 

effectiveness of the treatment process. The final category is effluence quality and includes 

information on the levels of pollutants, such as biological and chemical oxygen demand and 

total suspended solids, among others. All categories provide a considerable amount of 

information, including around 10,000 data items in the first category, 8,500 in the second, 

and 7,200 in the third. 
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4. Case Study:ANN Techniques for Wastewater Treatment Model Prediction 

The wastewater treatment plant under investigation is a medium-scale facility serving an 

urban area. The plant uses physical, chemical, and biological treatment processes to treat the 

influent wastewater by removing the contaminants and then disposing of the effluent. The 

data collected from the plant consisted of influent characteristics, operational parameters, 

and effluent qualities over a given period. 

 

 
Fig. 3.Contribution of Treatment Processes to Contaminant Removal 

Figure 3 provides a graphical representation of the contributions of various treatment 

processes, including physical, chemical, and biological, in eliminating contaminants from the 

influent wastewater. Chemical treatment processes contributed 40%, the highest, indicating 

the contribution of chemical reactions and precipitation. In that case, the development of 

ANN models requires 40% of the dataset be dedicated for this processing aspect. The model 

further requires 40% for the bacterial contribution since microbial activity achieves the 

degradation of organic contaminants and removal of nutrients. Physical treatment processes 

are responsible for removing large solid particles and debris as they contributed 20%. From 

the figure, the pie chart indicates reflects the collective input of these treatment measures in 

ensuring the holistic elimination of contaminants within the wastewater treatment plant. 

Concerning the development of ANN models, the dataset will be divided into two, with a 

significant percentage dedicated to training and testing while the other small percentage used 

for validation. ANN models will be developed using different architectures, including FNNs, 

RNNs, LSTM networks, and GRU networks. The construction of the model will involve 

optimization of each architecture in reducing the prediction error and enhance the prediction 

model. 

The results of training and testing the FNNs, RNNs, LSTM Networks, and GRU Networks 

show that the degree of predictive accuracy and efficiency varies. FNNs have proved to 
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perform strongly in modeling influent characteristics, performance parameters, and quality 

of effluents and time series prediction, showing low prediction errors and high determination 

and correlation coefficients. Meanwhile, RNNs, LSTM Networks, and GRU Networks were 

able to excellently capture the temporal dependencies and sequences in the influent and 

operational data of the Reactors. Despite the differences in architecture and training 

algorithms, all types of ANN techniques have relatively represented good results for 

predicting the treatment performance and supporting remediation action. 

In conclusion, this comparative analysis of the ANN techniques brings out their strengths 

and constraints based on the application of the wastewater treatment model prediction. FNNs 

are simple and versatile, and their implementation, while not too effective in complex 

modeling tasks within a process having a seizable input-output demarcation, they are 

advantageous in ‘simple’ models of linear relationships. Sequential ANN would include 

RNNs LSTM ANN and GRU ANN, more complex, and complex in harnessing long-term 

dependency thrive. The selection of any of the ANN techniques described above is 

dependent on the process through which the wastewater treatment plant in question is driven 

the nature of the target predictions. 

 

5. Result and Discussion 

The below validation outcomes of the different types of artificial neural network techniques 

shed light on the performance of such models with respect to their real potential in prognosis 

and remediation guidance.The performance indicators include Mean Squared Error, Root 

Mean Squared Error, Mean Absolute Error, and Coefficient of Determination, which give a 

measure of the ANN model accuracy, precision, and reliability in comparison to actual 

values. 

 
Fig. 4. Feedforward Neural Networks (FNNs)- Validation Results (MSE,RMSE& MAE Vs 

No. of  Experiments 



294 M.Mohammed Thaha et al. Advancing Environmental Sustainability ....            
 

Nanotechnology Perceptions Vol. 20 No.S5 (2024) 

 
Fig. 5. Feedforward Neural Networks (FNNs)- Validation Results (R^2 Vs No. of  

Experiments) 

Similarly from Figures 4 and 5, the FEC structures used in FNN revealed very low MSE, 

RMSE, and MAE in the validation results. The error values were usually within the 0.010 – 

0.020 range. The extremely low RME and MAE values imply the high accuracy FNN in 

predicting treatment outcomes based on effluent quality measurements, operational 

parameters, and influent characteristics. Moreover, R^2 values were very high, and they 

were usually within the 0.910 – 0.960 range. This indicates the high correlation between the 

actual and predicted values and hence validates the FNN application in the treatment process 

model. 

 
Fig. 6. Recurrent Neural Networks (RNNs)Validation Results (MSE,RMSE& MAE Vs No. 

of Experiments 
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Fig. 7. Recurrent Neural Networks (RNNs)Validation Results (R^2 Vs No. of Experiments) 

Regarding RNNs presented in Figures 6 and 7, the validation results recorded higher MSEs, 

RMSEs, and MAEs from 0.016 to 0.028. Nonetheless, the R^2 values were generally high 

from 0.890 to 0.940. RNN model’s strong ability to predict the different temporal 

dependency and sequential patterns in the wastewater treatment data. In summary, the RNN 

model may not have high accuracy like FNNs, but it remains a model of choice for handling 

sequential data and dynamic process modeling tasks. 

 
Fig. 8. Long Short-Term Memory (LSTM) Networks Validation Results (MSE,RMSE& 

MAE Vs No. of  Experiments 
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Fig. 9. Long Short-Term Memory (LSTM) Networks Validation Results 

(R^2 Vs No. of Experiments) 

From Figures 8 and 9, Long Short-Term Memory Networks on the other show the RNN’s 

counterpart, where the MSE, RMSE and MAE between the 0.018and 0.029. This R^2 of 

LSTM Network’s always between 0.880to 0.930 provides high correlation between the 

forecasted and actual values regardless of high long-term dependencies of the data. LSTM is 

also very advantageous in high long –range of the dependencies it can capture, and therefore, 

unlike the most RNNs as previous as the LSTMs are counter to the vanishing gradient 

problem, and indeed the recurrent neural networks is suitable for such modelling. 

 
Fig. 10. Gated Recurrent Unit (GRU) Networks Validation Results (MSE,RMSE& MAE Vs 

No. of Experiments 
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Fig. 11. Gated Recurrent Unit (GRU) Networks Validation Results (R^2 Vs No. of 

Experiments 

 

For Gated Recurrent Unit Networks results presented in Figures 10 and 11, the validation 

results shows that the performance is the same with that of FNNs. The MSE, RMSE, and 

MAE values are low and are always within the range of 0.012-0.021. The R^2 values shows 

GRU Networks are within 0.910-0.950, showing a very strong relationship between the 

predicted values and the actual values. The GRU Networks have similar benefits as that of 

LSTM Networks and can capture long-term dependencies more appropriately, and as such, 

they can be applied to real-time systems in modeling and prediction of wastewater treatment. 

In summary, the validation results of the various ANN techniques show the possibilities and 

limitations of the approaches in modelling wastewater treatment processes. While the FNNs 

excel in simplicity and easy implementation, they may experience challenges when it comes 

to temporal dependencies and sequential data patterns. RNNs, the LSTM Networks and 

GRU Networks are effective in predictive modelling with sequential data and dynamic 

processes, hence ideal for processes with time as a critical aspect. Wastewater treatment 

plants can, therefore, apply any of these techniques depending on the need and use of the 

predictive outcome. Moreover, the outcomes obtained from these validation results can help 

researchers and practitioners to make an informed choice in selecting and implementing 

ANN models for optimal wastewater treatment and sustainable environment. 

 

6. Conclusion 

This researchprovides implications of the various artificial neural network for wastewater 

treatment on model prediction and remediation can impact the environmental activities in all 

domain. On the other, based on the ten experiments, validation result deliver the 

performance of the follow ANN architecture as mention below Feedforward Neural 
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Networks , Recurrent Neural Networks , Long Short-Term Memory Networks, and Gated 

Recurrent Unit Networks. 

Throughout these experiments, FNNs consistently showed low Mean Squared Error values 

of 0.010 to 0.020 and increased Coefficient of Determination at between 0.910 and 0.960. 

Additionally, RNNs at 0.015 to 0.025, LSTM at 0.020-0.030, and GRU at 0.018-0.028 also 

demonstrated increased MSE values compared to FNNs. RNNs and other ANN techniques 

exhibited reduced R2 at between 0.880 and 0.940 upon comparison to FNNs. These 

outcomes show the efficiency of ANN techniques in modelling complex wastewater 

treatment functioning for accurate remediation strategies. 

This enables further advances and optimization of treatment plants’ operations, improves the 

quality of effluents, and reduces environmental stress as a result. In the future, more research 

and development should be carried out in the field of ANN-based modelling to accomplish 

sustainable wastewater management and preserve the ecosystems for generations to come. 
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