MANET based Integrated Sensor System for Disaster Detection and Communication in Hazardous Environments
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This research will discuss the results of the comparison of three main machine learning for detecting industrial accidents, such as chemical spills, in hazardous environments, implemented an integrated sensor system, which could also be used for communication of the disaster. Our work presents the results of the experiments on the use of GMMs, HMMs, and NODEs in processing the sensor’s data. The results show that the models possess great performances according to several indicators. GMMs identified BIC values of 1450-1600 and Silhouette Scores equal to 0.69-0.78, which allows to conclude that they are good for identifying different patterns in sensor data. Meanwhile, HMMs reached Perplexity values at 300-325, Accuracy at 0.82-0.88, and Viterbi Algorithm Scores equal to 0.85-0.95, which reveals that they are good in terms of prediction and the predictive control model and identification lead to correct sequence recognition. In turn, NODEs featured a strong correlation and the set of KL Divergence values was equal to 0.03-0.08, while such criteria as Pearson and Spearman Correlation Coefficients comprised 0.85-0.94, emphasising that they are efficient for sensor data predictions and anomaly detections.
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1. Introduction

Disasters can be mitigated if there is an early warning signal and proper communication within the hazardous environment, which is an industrial site. An early identification of a possible threat can be of a great help in saving lives, and eventually property and the environment. Industrial accidents are high risk factors to human health and the ecology of habitats. A disaster management system needs to be put in place as soon as possible, to guide against these frequent chemical spills in industry sites [1]–[3].

Mobile Ad-Hoc Network technology offers a promising solution to the problem of establishing sustainable, resilient communication channels following disasters. In contrast to the traditional, centralized approach to communication, where nodes must work through fixed infrastructure – such as cellular or wireline networks – MANET nodes are decentralized and self-organizing, which means they can connect directly to each other [4]–[6].

In addition to MANET technology, machine learning algorithms can also be integrated into disaster detection and communication systems. Among the most effective examples are Gaussian mixture models, hidden Markov models, and neural ordinary differential equations [7]–[9]. Machine learning algorithms provide a sufficient toolkit for analyzing the data received by sensors. They can detect any patterns, anomalies, or trends in the real-time data, which are the main predictors of an upcoming disaster [10]–[12].

GMMs are usually applied to clustering and density estimation tasks, which makes them appropriate for distinguishing distinct patterns or clusters in sensor data. HMMs, in their turn, are often used for sequential data modelling, and they are suitable for predicting the development of events over time. NODEs also allow the realization of dynamical systems data, allowing for continuous-time prediction and inference from sensor data, using ordinary differential equations [13]–[15].

2. Literature Review

In previous works, the concept of using sensor networks for real-time monitoring of environmental parameters that could indicate a potential disaster have been considered in great detail. Described as a network of many sensors of different types, such system is deployable in a hazardous environment and reports to a base station in the case of unusual measurement. Depending on the nature of the threat, the range of sensors on the individual nodes include temperature, humidity, air quality, chemical concentration sensors, and other types [16]–[18].

Centralized communication systems are subject to inherent limitations in applications to hazardous environments when both communication facilities can be damaged or separated and the need of dynamic interaction continuously changes. Centralized systems are based on fixed technical infrastructure, including communication towers, relay stations, and such technical systems as radio broadcasting station, wirelines, cellular networks, and others [19]–[21].
On the other hand, Mobile Ad-Hoc Networks have been established as a worthwhile approach for disaster management, primarily. Unlike fixed-networks, MANETs are decentralized and self-organizing forms of networks that rely on a group of mobile nodes to communicate with each other. They can function without a network, offering rapid deployment and autonomous operation on disaster scenes. The networks dynamically create and uphold communication links on the nodes, which help them suit different environments [22]-[24].

There are several benefits of deploying MANETs in disaster management compared to conventional networks. First, they provide improved flexibility and scalability, enabling rapid expansion of coverage to include areas that are inaccessible or lack infrastructure. As a result, expanded coverage increases situational awareness and coordination among disaster responders, which, in turn, enhances resource efficiency and disaster management outcomes. Secondly, MANETs are highly adaptable and durable, capable of self-healing and reconfiguring to maintain connectivity in case of network disruption or node loss [25]-[27].

3. Methodology

The designed integrated sensor system architecture uses MANET technology as the basis for a disaster detection and communication system in hazardous environments. In the system, information is gathered by a network of sensor nodes, which are designed to monitor the environmental parameters signifying an emerging disaster, such as dangerous levels of a particular chemical. The nodes are connected using MANETs, creating a decentralized, self-organizing, and robust type of communication network ideally suited for operating in disaster conditions.

---

**Fig. 1. System Architecture**

*Nanotechnology Perceptions* Vol. 20 No.S7 (2024)
As presented in Figure 1, the process of collecting the data is to place the sensor nodes covering different surrounding environments and monitoring the important parameters for our detection of the disaster. It includes the temperature of the place, humidity, air quality, factors which affect the air quality, which chemicals can be present in hazardous environments of chemical spills, other factors which can help us detect the disaster. In the table, one can see that using appropriate sensors is very important. They should be accurate and sensitive to the changes, and possible gas sensors which will be able to detect the environmental pollution will be very useful to detect chemical spills.

The integrated sensor system includes more than only environmental sensors, as it can incorporate the visual imaging sensors in order to inspect through vision, the acoustic sensors can identify the sound is coming from some anomaly, and the motion sensors can detect the motion of the environment. The multi-modal sensor fusion is aimed to make the system more secure and to allow detecting a variety of potential disasters.

<table>
<thead>
<tr>
<th>Sensor Type</th>
<th>Model</th>
<th>Measurement Range</th>
<th>Number of sensors</th>
<th>Resolution</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature Sensors</td>
<td>TMP36</td>
<td>-40°C to 125°C</td>
<td>10</td>
<td>0.1°C</td>
<td>Analog Voltage</td>
</tr>
<tr>
<td>Humidity Sensors</td>
<td>DHT22</td>
<td>0% to 100% RH</td>
<td>8</td>
<td>1% RH</td>
<td>Digital (I2C)</td>
</tr>
<tr>
<td>Air Quality Sensors</td>
<td>MQ-135</td>
<td>0 to 1000 ppm</td>
<td>12</td>
<td>-</td>
<td>Analog Voltage</td>
</tr>
<tr>
<td>Chemical Concentration Sensors</td>
<td>MQ-9</td>
<td>10 to 1000 ppm</td>
<td>15</td>
<td>-</td>
<td>Analog Voltage</td>
</tr>
<tr>
<td>Gas Sensors</td>
<td>SGX MICS-6814</td>
<td>Various gases</td>
<td>20</td>
<td>-</td>
<td>I2C / UART</td>
</tr>
<tr>
<td>Imaging Sensors</td>
<td>OV7670</td>
<td>VGA (640x480)</td>
<td>5</td>
<td>-</td>
<td>Parallel Interface</td>
</tr>
<tr>
<td>Acoustic Sensors</td>
<td>KY-037</td>
<td>50 Hz to 10 kHz</td>
<td>7</td>
<td>-</td>
<td>Analog Voltage</td>
</tr>
<tr>
<td>Motion Sensors</td>
<td>HC-SR501</td>
<td>6 meters</td>
<td>10</td>
<td>-</td>
<td>Digital (GPIO)</td>
</tr>
</tbody>
</table>

The machine learning algorithms that are used in the study to analyse sensor data and derive meaningful information from it are the Gaussian Mixture Models, the Hidden Markov Models, and the Neural Ordinary Differential Equations. GMMs in this case would be used for tasks such as clustering and density estimation in order for the model to identify patterns or clusters of data in the sensor data that might represent unusual conditions or potential disasters.

Whereas, in Modelling, HMMs have exceptional modelling ability and a strong track record of success; they are particularly useful for predicting sequences of events to follow based on the sensors are currently observing. NODEs are unique in that they use ordinary differential equations to predict dynamical systems, and they are a powerful tool for making predictions and inferences in continuous time from sensor data.

Performance measures for each of the machine learning algorithms are defined based on the methodology specific to each of them. In case of GMMs, the metrics such as log-likelihood, BIC, and Silhouette Score are used to evaluate clustering and density estimation quality.
HMMs, on the other hand, are assessed with the use of other measures: log-likelihood, perplexity, accuracy, Viterbi Algorithm Score, and Forward Algorithm Score.

In general, the performance of the developed algorithms is assessed with the help of various metrics, such as log likelihood, KL Divergence, Pearson Correlation Coefficient, and Spearman Correlation Coefficient, among others. These winning metrics allow evaluating the precision and fidelity of the model’s continuous-time detection compared to the actual continuous-time changes. Thus, each developed algorithm can be evaluated using these metrics and compared in terms of utility for disaster detection and communication.

4. Experimental Setup

For the testing purposes, an interactive experimental setup has been created, which is the simulated hazardous environment. It is supposed to represent the special industrial environment where disasters happen such as industrial spills of hazardous chemicals. The idea of this experimental setup is to represent the conditions and obstacles created by disasters, which this sensor system should be able to handle. Different disasters have been simulated to test the level of system efficiency and effectiveness, which are sudden chemical leaks, environmental degradation, and the emergency evacuation over a long period of time.

From Table 2, for testing and evaluating purposes, a dataset with a big variety of sensor readings in different environmental conditions and disaster scenarios was generated. The dataset was carefully adjusted to contain sensor observations of a big variety, such as temperature fluctuations, humidity levels, air quality measures, concentrations of many chemicals and relevant parameters. Realistic sensor data was generated or taken from selected previous scientific works or field experiments.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Description</th>
<th>Size</th>
<th>Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical Spill Data</td>
<td>Simulated sensor readings during chemical spills</td>
<td>10,000 samples</td>
<td>CSV</td>
</tr>
<tr>
<td>Environmental Dataset</td>
<td>Real-world sensor data from industrial sites</td>
<td>5,000 samples</td>
<td>CSV</td>
</tr>
<tr>
<td>Emergency Evacuation</td>
<td>Sensor data captured during emergency scenarios</td>
<td>7,500 samples</td>
<td>JSON</td>
</tr>
<tr>
<td>Synthetic Dataset</td>
<td>Generated sensor readings for various scenarios</td>
<td>15,000 samples</td>
<td>HDF5</td>
</tr>
<tr>
<td>Validation Dataset</td>
<td>Subset of labeled data for model validation</td>
<td>2,500 samples</td>
<td>CSV</td>
</tr>
</tbody>
</table>

The deployment of MANET nodes and sensor devices played a critical role in the experimental process as it defined the topology of the network, its communication protocols and the amount of information gathered by the integrated sensor system. Thus, MANET nodes were installed on key locations throughout the simulated environment, creating a decentralized communication infrastructure capable of self-organization and self-management. Moreover, to promote information exchange within the MANET, each MANET node was equipped with a wireless communication module, such as Wi-Fi or Bluetooth.

In order to monitor parameters that could reflect possible disasters, many sensor devices were distributed across the hazardous environment. Such sensors may include options like temperature and humidity sensors as well as gas and chemical concentration sensors. The devices could be interconnected with nodes of MANET with the help of wired or wireless interfaces depending on the specifics of sensors functioning.
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Besides, the configuration of nodes in MANET and sensor devices have also been optimized to take advantage of the improved power efficiency, resources utilization, and network survivability. The nodes are battery-powered and have embedded energy-efficient communication protocols and sleep modes to conserve more power of the battery. Ensuring the survivability of the network is achieved by employing the redundant communication path and dynamic routing algorithms, important in enhancing improved fault tolerance as well.

5. Result and Discussion

The assessments obtained for the integrated sensor system when performing required actions in hazardous environments were evidenced through the appraisals gained from the machine models across ten iterations. These results can be viewed in light of the current study by analyzing the values derived for the results. Such an approach enables a discussion of the implications of such results on assessing the effectiveness and reliability of the system.

Fig. 2. BIC Value and AIC Value for Gaussian Mixture Models (GMMs)

Fig. 3. Silhouette Score for Gaussian Mixture Models (GMMs)
Starting with Gaussian Mixture Models (GMMs) from Figures 2 and 3, The Bayesian Information Criterion and Akaike Information Criterion values are measures of goodness of fit of the model to the data. The lower value the better is fit. Across the iterations, the BIC values are from 1450 to 1600, while the AIC values are from 1680 to 1850.

The fluctuations in the corresponding BIC and AIC values signal the performance and complexity of the GMMs across the iterations, meaning that every iteration can bring about a more or less satisfactory fit to the data. Notably, the Silhouette Score indicated that the clustering quality could vary from 0.69 to 0.78, meaning that the levels of separation between the clusters could be different.

![Perplexity for Hidden Markov Models (HMMs)](image1)

**Fig. 4.** Perplexity for Hidden Markov Models (HMMs)

![Accuracy, Viterbi Score, Forward Score for Hidden Markov Models (HMMs)](image2)

**Fig. 5.** Accuracy, Viterbi Score, and Forward Score for Hidden Markov Models (HMMs)
For Hidden Markov Models (HMMs) from Figures 4 and 5, the Perplexity metric indicates the quality of the prediction provided by a model. The lower the value of the Perplexity, the better quality the predictive performance. It ranges in the present study from 300 to 325. This means that there are variations across iterations regarding the ability of the model to capture the underlying structure of the data and make the appropriate prediction. The Accuracy provides insight into the proportion of correctly classified instances. Values for this metric range from 0.82 to 0.88.

Viterbi And Forward Algorithm Scores correspond to the accuracy with which the sequences of decisions and observations are predicted. Thus, the larger the values for scores, the more accurate sequence is estimated. Values for this measure vary from 0.85 to 0.95 and from 0.85 to 0.91 across iterations.

Fig. 6. KL Divergence for Neural Ordinary Differential Equations (NODEs)

Fig. 7. Pearson Correlation vs Spearman Correlation for Neural Ordinary Differential Equations (NODEs)
In the case of Neural Ordinary Differential Equations (NODEs) from Figures 6 and 7, the KL Divergence metric quantifies the difference between the true and predicted distribution and evaluates the quality of the model, with lower scores indicating better model performance. The KL Divergence values fluctuate between 0.03 and 0.08 in the course of different iterations, which asserts that the predictions of the model varied in accuracy. The Pearson and Spearman Correlation Coefficients similarly vary between different iterations, which points to significant differences between the correlations of different predictions with the observed values. The values of Pearson Correlation Coefficients range between 0.89 and 0.94 and between 0.85 and 0.9 from Spearman Correlation Coefficients.

Many important implications have resulted from these results for research on disaster detection and communication in hazardous environments. Firstly, the fact that the values differed greatly across iterations showed just how sensitive machine learning algorithms can be when they are trained in varied ways. Therefore, model tuning and evaluation appear to be the most critical when designing a multi-sensor system model.

6. Conclusion

The experimentation findings provide critical understanding in the performance aspects of the integrated systems in disaster detection and communication in the hazardous environment. The machine learning models used to perform the analysis include GMMs, HMMs, and NODEs. Each model gave different results during testing after several iterations.

The results from the GMMs presented promising results with BIC values between 1450 to 1600 for all GMMs and AIC values between 1680 to 1850. The Silhouette Scores between 0.69 to 0.78 also indicate a high-quality clustering. Given the emerging patterns identified between the different data clusters, the GMMs, with the corresponding outputs, were effective in discerning relatively unique patterns and groups necessary for accurate detection of disaster.

Hidden Markov Models which were also employed to establish their properties. These observations included Perplexity values 300-325, Accuracy values 0.82-0.88, and Viterbi Algorithm Scores 0.85-0.95. They also imply the efficiency of this tool in solving the defined task and possible applications in the selection and classifying process.

NODEs were highly correlated with the KL Divergence values, and the corresponding Pearson Correlation Coefficients ranged from 0.89 to 0.94 and Spearman Correlation Coefficients ranged from 0.85 to 0.90 with p-values less than 0.05. This information confirmed that NODEs could reliably and effectively predict the sensor data, as well as help to detect the anomalies, thus, contributing to the establishment of an early warning system for disaster objective.
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