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Air pollution has been the most pressing issue in human evolution in the last century, since high 

levels of hazardous chemicals and particles in the atmosphere cause health problems and have an 

impact on the planet's ecosystems. As technology advances, Engineers and Researchers of 

environment keenly exploring for new ways to prevent and regulate air pollution, resulting in 

innovative solutions. The Internet of Things (IoT) has inspired new approaches to pollution 

management, with instruments or sensors which have the potential to observe, forecast and offers 

regulatory direction were becoming more accessible and less expensive during the last decade. 

Air quality monitoring is a required task in many industrial and urban regions across the world. In 

places with substantial air pollution concerns, Air Quality Indexes (AQIs) are produced for this 

purpose. The AQIs are operational units in charge of administering monitoring networks, 

processing data, and ultimately giving on-line assessments of air pollution and its short- and long-

term trends. These centres capture massive amounts of data throughout time. One of the main 

concerns of scientists working on AQIs is the availability of appropriate modelling tools for 

interpreting and validating the data produced. In this case, machine learning approaches appear to 

be appropriate. The goal of the study described here is to see if machine learning techniques can 

be used to anticipate air quality in real-world situations. The use of machine learning algorithms 

under operational air quality monitoring situations for estimating the daily peak concentration of a 

significant photochemical pollutant - NO2- from point data of a local monitoring station is the 

subject of this article. Our analysis relied on data from the AQI of Puducherry, India. The author 

introduces and discusses a Case-Based Reasoning system designed for air quality monitoring. Its 

performance is compared to that of a decision tree and a back propagating neural network 

technique (CART). The use of these algorithms in a normal AQI on a day-to-day basis is also 

explained.  

   

Keywords: Air pollution, Internet of Things (IoT), Air Quality Index, major photochemical 

pollutant - NO2, neural network algorithm, Machine Learning.  

 

 

1. Introduction 

Pollution is, without a doubt, the most serious issue of the previous decade, one that is 

regularly debated in the media, in government meetings, and in environmental activities. Air 

http://www.nano-ntp.com/
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pollution has been hard to manage and control for decades, yet it can be combated with the 

assistance of technological developments. Using the IoT and ML technology, pollution 

might be monitored and regulated, as well as forecast future increases in air pollution in 

urban areas [1]. The construction of an index to predict and assess the quality of air using 

sensor technologies is required for monitoring air pollution levels. The Air Quality Index 

(AQI) is calculated, so getting an perception of the sources of pollutants of a particular area 

based on maximum presence of NO2 symbolizes the usage of fossil fuel by combustion of 

vehicles in traffic zones of the city, which could be due to heavy traffic, for example [2]. 

The AQI, also known as the Air Pollution Index (API) or Pollutant Standard Index (PSI), 

produces a picture of air quality in a certain range for each air pollutant. Various sensors 

from a variety of categories might be utilized to calculate the precise value of the AQI and to 

identify the pollutants suspended in the air were causing the disaster, such as electrochemical 

sensors were based on the chemo-reaction of the air and electrode within an aqueous 

medium in the sensor, even optical sensors or optical particle counters or photo-ionization 

detectors [4]. 

Photochemical air pollution is a serious environmental issue in many large cities. This is a 

natural phenomena caused by a chain of chemical reactions driven by sunlight. The 

photochemical process is made up of nitrogen oxide, nitrogen dioxide (NO2), ozone (O3), 

and energy derived from sun light. Several studies have shown that nitrogen dioxide and 

ozone pose substantial health risks to the general populace. 

We developed a system that uses pollution data from government locations and static sensors 

to produce a Machine Learning model. The learned module used to estimate the quality of 

air in Pondicherry at any given hour or day. It shows that constructing a Predictive Model for 

forecasting NO2 levels is feasible. 

Until date, air pollution models have mostly relied on dispersion models, which provide a 

rough representation of the complicated physicochemical processes involved. While the 

intricacy and complexity of these models has grown over time, their usage in real-time air 

pollution monitoring appears to be unsuitable in terms of performance, input data needs, and 

adherence to the problem's time limitations. Instead, human specialists' expertise has been 

employed mostly in Air Quality Operational Centers for real-time judgments, while 

mathematical models have been used primarily for off-line investigations of the phenomena 

involved”. It seems that Machine Learning (ML) approaches, as an active do- main of 

artificial intelligence, can play a supportive role in such scenario. These techniques take 

advantage of the vast amounts of available data and their capability to process uncertain and 

incomplete information, providing fast data to give a real-time forecast. 

 

2. System Design and Implementation 

As a result, automation of the process has become necessary. This is expected to happen as 

part of a planned integrated system that gathers all essential data, estimates the risk of 

various pollutants causing an incident, forecasts short- and long-term trends, and proposes 

remedies as needed. The structure of this in-formation centre will be discussed next. 

“Multiple inputs are included in the operating center's design, including many from the air 

quality monitoring network of stations, others from the national meteorological service's 
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(EMY) weather bulletins, and yet others from external sources, such as traffic control data. 

Figure 1 depicts the task of air pollution forecasting. 

If the quick classification model forecast for an air pollution event is positive, the accurate 

prediction method, which is based on complicated mathematical models, is initiated, 

according to the recommended air quality prediction strategy for Athens AQI. 

Using the obtained air quality forecast and air emissions inventories, scenarios of obligatory 

countermeasures aimed at reducing emissions might be developed. The model is then 

informed that the next forecast of air pollutant levels may begin, making it feasible to 

estimate emissions. Furthermore, pollutant emission predictions can be utilised to assess the 

efficacy and societal effect of essential rectification actions. There may be a selection of 

additional scenarios based on the outcome of the review. 

Source of Data 

The following two sources of information were used to compile the data: 

1. RTC Module, SD Card Module, Arduino Uno, Static Sensor Circuit & MQ7 Sensor 

2. Open access Source Government Website www.data.gov.in 

Sequencing of collected Data 

Upcoming strategy will be divided into 2 sections, as follows: 

(i) Preparation of Target: This stage entails transforming data into a format that MLM 

Machine Learning models can understand. This is accomplished by using one of the various 

target preparation methods available, such as Max- Min Normalization which converts data 

to fall between any given interval, Standardization which transforms data to have a mean of 

0 and the same standard deviation and so on. 

(ii) Preprocessing Data: This stage entails sequencing the primary data by converting 

one feature to another, eliminating null values extracting additional features from one 

feature, undesirable values and so on... 

The parameters are estimated using the K-fold cross validation method parameter tuning. At 

random, the original data sample is split into k groups of equal size. The first group is 

utilised to test the model, while the following data sequenced from the k-1 groups will be 

used as the set of training data sets. 

The user interacts with the programme using a basic command line interface, where the user 

enters the day, which ranges from A to G, with A being Sunday and G being Monday, and 

the hour of the day, which ranges from 00 to 24. 

The initial stage in utilising machine learning algorithms is to prepare the data; the data was 

split into 60 percent data training & 40 percent test data for this purpose. Our data covers 

210 admissions between April 2020 and March 2021, when Corona virus lockdown 

restrictions in Puducherry were at their greatest and open circulation was prohibited and 120 

admissions between January 2021 and December 2022, when restrictions were lowered 

depending on the virulence. Heat in the form of Temperature in Centigrade, NO2 quantity, 

SO2 quantity, CO quantity, all were split into five columns. Following that, an appropriate 

method must be chosen; Artificial neural networks have been used by some researchers, 

http://www.data.gov.in/
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while machine learning approaches have been used by others [10-17]. Random regression 

forest method is the most commonly utilised machine learning approach in earlier papers; it 

works by training numerous decision trees simultaneously. A decision tree separates data 

into categories and eliminates any distinctive factors that may be further classified [18-24]. 

Each decision tree is handled as a distinct class, with each tree being independently to the 

others. Because it is a fundamental component of the Random Forests approach, decision-

tree learning is easy to utilise on its own [25]. 

This method uses a single decision tree to map the whole set of collected data, predict 

outcomes, and make observations. Another popular method is to employ Support Vector 

Machines, which can do both regression tasks and classification. SVMs divide data along a 

hyper plane, which serves as a classification boundary. SVMs that are closest to the hyper 

plane and are equidistant from it. Any change to these support vectors causes the 

categorization to change [24]. The ability to respond to data acquired by sensors is one of the 

aims of smart cities. However, it is important to note that sensors may cause inaccuracies and 

data failures; hence, in order to manage air quality, a model to forecast the values of interest 

must be developed [13]. One of the six atmospheric stations in Chennai, India data was 

collected. Each station is strategically located in the city's most congested areas, where a 

large number of people commute and live. Every hour, data on meteorological factors and 

chemical constituents present in the air were gathered. The stations may differ in terms of 

equipment, but they all provide vital information. 

The data gathered and processed using the techniques described above may be utilised to 

construct weather and AQI forecast. IoT technology has become the important view in the 

perception by Algorithm developers, corporations & engineers since we live in a 

technological era when every gadget is connected to the internet, regardless of its size or 

function. By linking the system described in this study to traffic cameras and larger causes 

for pollutants, likely industries and unwanted burning of wood materials, volcanic eruptions, 

a comprehensive system capable of warning and combating air pollution may be created. For 

example, if a spike in NO2 particles is detected near an atmospheric station, one can deduce 

that these particles are the result of burning. Based on these facts, traffic congestion is likely 

to occur near the station. The device can produce a map of likely pollution sources by 

measuring wind speed and direction. It may then use the cameras to visually hunt for the 

cause, eventually alerting authorities to a potentially discovered fire. 

The fast prediction model must comply with the following requirements: 

1. It must have as inputs data from multiple sources, such as historical air quality 

measurements, meteorological forecasts, pollutant emissions data, episode levels definition, 

historical measurements of surface and upper air meteorological data, 

2. It must have been successfully applied in the past to an urban area similar to that of the 

application area, 

3. It must have accuracy prediction rate very high, so that it can be used in operational 

basis, it is expected that this value should be greater than 70%, 

4. It must incorporate predictions for all major pollutants, like NO2, O3, CO, SO2 and 

smoke, 

5. It must give predictions for the following three different time windows; 12 hour, 24 

hour and 48 hour predictions, 
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6. It must provide a quick response, e.g. maximum prediction time not higher than 15 

minutes, 

7. It must have an easy to use interface and must present the results in an understandable 

way to non-computer experts.  

The system may also use traffic cameras to verify that this is the origin of the pollutants. If 

so, the system can begin looking for a way to manipulate the traffic lights in order to 

increase circulation, eventually alerting other channels of congestion in traffic to choose an 

another route. Figure 2 depicts the fundamental diagram of such a system. Another example 

is when excessive NO2 levels are discovered. This might also signal the presence of a fire 

near the station. The particles' source may be anywhere within a reasonable radius. Wind 

sensors can assist in limiting the amount of space available by locating the source. 

 

Fig. 1. Air quality prediction system architecture for AQI 

 

3. The Implementation of The Machine Learning Methods 

We tested 3 prediction algorithms coming from 3 active trends of machine learning research 

and practice. The first is a case-based reasoning (CBR) modified algorithm, the second is a 

multi-perceptron neural network, and the third one is a common decision tree approach. 

More details are given in the following about the CBR system than for the other two, since 

the CBR methodology is quite general, resulting to several different implementations of the 

CBR paradigm. On the other hand, the two inductive algorithms tested, i.e. the decision tree 

and the artificial neural net- work are well defined in theory. 

Case-Based Reasoning – The NEMO System 

The case-based reasoning method applies previous knowledge to answer new issues; the core 

concept underlying CBR is to employ a systematically documented repository of previous 

examples of the problem to be addressed. When the system is given with a fresh problem, it 

searches the database for the most comparable previous situations, which are then tailored to 
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the current situation to produce the new answer [16]. 

Despite the fact that CBR systems and applications developed so far present several 

important functional differences, a general diagram of actions for the design of CBR systems 

has been widely accepted. Figure 2 shows the basic phases of this process. 

The CBR implementation named NEMO was based on a previous CBR system called 

AIRQUAP developed for the same application domain. 

The knowledge base has replaced all measures modification heuristics, similarity metrics. 

We couldn't have a test solution step because of the nature of the problem, thus the diagram 

loop had to be streamlined. NEMO is made up of three primary modules, as can be seen 

from a broad perspective of the figure. Two of them are in charge of retrieving and filtering 

comparable cases to the new case, while the third alters the solutions supplied by the 

remaining similar cases to generate the proposed solution for the new case [21]. In its current 

state, NEMO can forecast the maximum NO2 concentration in a measurement station region 

that has been previously established. 

 

 

 

 

 

 

 

Fig. 2. Block diagram of Case Based Reasoning Module NEMO 

 

4. Related Works 

D.J. Briggs et al. [1] developed a geographic information system (GIS)-based approach for 

mapping traffic-related air pollution. NO2 was taken into account at Huddersfield, Prague, 

and Amsterdam. Their findings show that they can predict pollution levels properly. 

V. Singh et al. [2] have presented a technique for estimating and interpolating daily ozone 

levels. This method uses a process known as cokriging. M Mead et al. [3] placed sensor 

nodes in a static network and a mobile network in the Cambridge (UK) region. They have 

supplied the findings for personal exposure quantification. 

Individuals can assess their own exposure using participatory sensors, and organisations can 

summarise their members' exposure, according to P. Dutta et al. [4]. K Hu et al. [5] used a 

variety of software tools and hardware devices to collect high-density urban air pollution 

data. 
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Ke Hu et al. created a machine learning model that leverages data from fixed stations and 

mobile sensors to measure air quality in Sydney at any hour of the day. They employed ten-

fold cross validation and seven regression models [10]. 

Kumar Saha et al. [12] used a cloud-based Air Pollution Monitoring System run by a 

Raspberry Pi. They computed the Air Quality Index using a  MQ135 and Gas Detection 

Sensor Air Quality and five criteria pollutants:, Carbon Monoxide, Nitrogen Dioxide, 

Sulphur Dioxide, ground level ozone and particulate matter. 

Pondicherry has a population density of 1,642 people per square kilometre. It also has some 

of the country's densest air. Maximum levels of spm and SO2 were roughly three times the 

acceptable limits in 1997, while NO2 levels were more than "two times the permissible 

limit." Pondicherry is one of the few cities - and the only one among the Down To Earth case 

studies - where all of the metrics' highest values were well beyond the permissible limit in 

1997. This has been the pattern since 1988, when the monitoring began. Pondicherry's 

industrial expansion has been completely uncontrolled, and its industrial policy was 

officially proclaimed for the first time in 1997.  By that time, a lot of harm had already been 

done. As of September 1998, there were 6,038 industrial units in Pondicherry, of which 136 

are in the large- and medium-scale sectors. The number of vehicles registered in Pondicherry 

has almost doubled from 79,748 in 1991 to 152,719 in 1998. “In the same period, the 

number of vehicles for transport of goods, which mostly run on diesel, almost tripled - from 

1,794 to 5,000. Not surprisingly, air pollution has also increased. What makes the situation 

worse are malpractices such as adulteration of fuel. 

Training the other ML methods 

In our ANN experiment in figure 3, we used a feed forward multi-perceptron network with 1 

output node, 2 hidden layers of 6, and 10 input nodes. The entire step functions at the hidden 

layer nodes are Gaussian. The training technique was error back propagation (McCelland 

Rumelhart 1986), with the network performing well against the training set after 5-6 hours of 

effort. Many less successful attempts have been been out, involving the use of networks with 

various topologies. 

 
NO2 peak prediction for the remaining of the day 

 

Fig. 3. The architecture of the ANN used for experimentation 
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In addition to the above methodologies, an inductive top down decision tree was utilized, 

namely the Oblique Classifier (OC1) built by S. Murthy (Murthy 1994), which has been 

shown to outperform typical decision tree algorithms such as ID3, C4.5 (Quinlan 1993), and 

its descendents. The fundamental point of OC1 is that the tree may divide at each node based 

on the algebraic sum of several qualities, rather than just one, as with typical C4.5 

applications. The OC1 can produce axis parallel trees, CART-like trees (classification and 

regression trees) or trees made by oblique splits. It can handle missing values that are 

replaced by the average values of the corresponding attributes. Several missing values 

exist in our input files, due to occasional malfunctioning of the measurement appliances or 

due to communication problems that made impossible the data transfer from the scattered 

stations to the central monitoring station. All missing values in the data were intentionally 

not removed as they simulate typical operational conditions of an AQI and they are common 

in real monitoring applications. 

 

Table 1. Levels of NO2 concentrations for the Puducherry AQI 
level In J P3 

1 0 - 100 

2 100-250 

3 250-600 

4 over 600 

The air quality monitoring authority for the area, AQI of Puducherry, has obviously been our 

primary source of information. This government agency operates a network of 12 air quality 

monitoring stations that are evenly spread throughout the area. The hourly mean readings of 

SO2, NO, CO2, NO2, O3, humidity, wind speed, temperature, and wind direction are all 

recorded by this network. Additional data was obtained from the national meteorological 

agency, known as EMY, which provides the area's meteorological prediction, as well as 

information on upper-atmosphere conditions, temperature inversion information, and so on. 

From the EMY prediction bulletins, we retrieved all important information about 

temperature inversion below 150 m above the surface, temperature, future wind speed and 

direction. The National Observatory's recorded precipitation and sun radiation levels were 

added to this data. The data belongs to the expert observations of overall meteorological 

conditions in the area at run time. 

We aggregated all of this information into a pollution data pool that spanned two years. 

There were still a number of issues with the data's quality and integrity. We had to deal with 

concerns of validity and integrity in order to generate a meaningful data set from this 

database, so we asked the experts and gathered some heuristic measures over each of the 

measurements to increase their quality. We also had to deal with the missing data. At this 

point, our objective was to create a final credible data set. We opted to include just the 

characteristics that were more important to NO2 pollution levels in the final data set, and we 

turned some of them into less error-prone attributes, abstractions of the raw values, as 

explained below.  

The NO and NO2 mean hourly concentrations from 7 a.m. to 10 a.m., as well as a set of 

meteorological attributes such as the wind factor, which is a function of wind speed and 

direction, the temperature inversion factor, the precipitation factor, and the solar radiation 

factor, were all included in the test data set. These variables were calculated using the 
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heuristic functions that were created, and they represent a measure of how well each element 

contributed to the progression of the NO2 episode. For wind-related data, there are two 

sources: real field measurements taken by the AQI network and projections provided by 

EMY the national meteorological service. The wind factor derived from real observations is 

a combination of wind speed and direction.  

In the evolution of air pollution events, the temperature inversion is beneficial. This occurs 

when a lower layer of air produces a temperature that is greater than the temperature of the 

upper atmospheric layers. This layer functions as a trap for pollutants, preventing them from 

entering the lower atmosphere. This phenomenon creates large concentrations of 

photochemical pollutants, especially when there is no breeze. A heuristic Rain factor is used 

to explain rain and associated occurrences. There are two possible origins. 

Table 1 shows the four primary groups or tiers that the output attribute has been divided into. 

This restriction was imposed by the decision tree method since it is unable to give numerical 

continuous values as an output. Because both decision trees and neural networks approaches 

can't handle missing values, the attribute mean was used to fill them in. However, there are 

certain implementations that go around this issue. We chose the most important 

characteristics based on the physics of the photochemical process, as stated by environmental 

specialists. All NO2 measurements between 7 and 10 a.m. were included, as well as several 

key climatic factors including wind factor, inversion factor, rain factor, and sun radiation. 

Finally, the input file has ten input characteristics and one output (NO2 day), which is the 

expected maximum NO2 value for the rest of the day after 10 a.m. 

 

5. Conducting the Experiment 

We paid great attention in conserving the distribution of the 4 classes in the two sets, as it 

was in the initial data set. All algorithms were trained on the same training set, and were 

tested on the same testing set as well. The partitioning was a 70-30 partitioning. The same 

training and testing sets were used with all methods. At the end of the data preparation 

phase, we had one training set of 580 cases and one testing set consisting of 230 cases. 

The training set was solely utilized for parameter tweaking and general data calibration 

during the NEMO system's training cycle. This included running the system repeatedly until 

the system parameters - the maximum and lowest number of prior cases retrieved, attribute 

weights, high and low attribute thresholds, similarity criteria, and adaptation technique - 

were fine-tuned and satisfactory results were produced. 

We utilized cross validation testing on our training set to find the most efficient decision tree 

building technique among the axis split DT, the oblique split DT, and the CART-like DT. 

Six experiments were carried out, three of which used 5-fold cross validation and three of 

which used 10-fold cross validation. The CART method outperformed the other two in terms 

of accuracy, despite the fact that it built a bigger tree, which tended to over fit the input data. 

 After deciding to adopt the CART methodology for the decision tree experiment, and having 

already built the tree, we used the testing set, to justify the accuracy of the tree. A 10-fold 

cross validation tests, showed how well the tree represented the input file [21]. 
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6. Results 

The three algorithms for the training test produced comparable results. The testing set 

comprises 240 cases (30% of the whole data set), and the NO2 concentration levels are 

distributed as follows: 

 

Table 2. Classification of The Testing Set 

Level Cases % 

1 127 61 

2 59 18 

3 31 16 

4 7 4 

We're particularly interested in anticipating high NO2 levels, thus predictive accuracy at 

levels 3 and 4 is preferable to that at levels 1 and 2. The CART-like strategy appears to yield 

superior outcomes for the two most crucial levels, based on the graphs above (3 and 4). 

Below is a graphical representation of the competitive accuracy: 

The algorithms cannot clearly identify a first level instance from a second level scenario, 

which causes an obvious problem in forecasting the second level NO2 peaks by all three 

models. That means the triggering circumstances and associated characteristics are fairly 

similar in these two categories. 

An actual predictive system requirement is clear indication whether current day is a NO2 

episode day or not, giving this binary reply quickly and efficiently. According to the air 

pollution experts, this first decision is necessary to drive the subsequent phase of counter-

measures proposal, i.e. issue of public warnings, traffic control measures, etc. For 

simplification purposes, a state reduction over the output is needed. 

 

Fig. 4. Accuracy Comparison 

For these reasons we merged the first and second level into one new level corresponding 

to no episode state, as well as the third and fourth level into an episode state. 

Using this as the success criterion, a new set of confusion matrices was built: 
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CART No NO2 episode predicted NO2 Episode predicted 

No NO2 episode 200 3 

NO2 Episode 12 25 

 
ANN No NO2 episode predicted NO2 Episode predicted 

No NO2 episode 197 6 

NO2 Episode 16 21 

 
NEMO No NO2 episode predicted NO2 Episode predicted 

No NO2 episode 200 3 

NO2 Episode 12 21 

              4 unpredictable cases 

 

7. Discussion of System Performance  

By interpreting the results of the conducted experiments, we can conclude that the three 

algorithms compete each other and obtain very close results. Overall, they constitute an 

efficient decision support ensemble that could function as a predictive working system in an 

air quality operational centre. Our findings indicate that CART classifiers outperform 

alternative tree-induction classifiers in complicated and multi-dimensional (spatial and 

temporal) domains of real-world applications, such as air quality prediction. It has also been 

demonstrated that the results produced using MLP neural networks are not as striking as in 

other areas, possibly due to high input data dependencies. Our NEMO CBR algorithm 

worked well when it came to predicting low NO2 emissions, but it struggled when it came to 

predicting large NO2 emissions. 

All of the algorithms' outputs are not qualitative, although they can indicate whether a choice 

is binary or discrete. The algorithms' role is limited to that of a human expert decision 

support system since they have not been tested on a large historical database with numerous 

events, which would need many years of data that do not exist. Implementing a machine-

learning system to evaluate the data collected from these sensors might lead to solutions for 

maintaining appropriate global temperature parameters, which have been steadily rising in 

recent decades. However, there is still a lot of work to be done. For large training sets, the 

suggested model performs better. However, training the model takes longer. The use of 

mobile sensors can aid in the development of a system to create an air pollution map. The 

accuracy of future estimates can be improved by incorporating meteorological parameters 

such as wind speed and weather into the algorithm. 

 

8. Conclusion 

We provide a novel machine learning-based approach for estimating dense air pollution 

utilising historical data from wireless sensor and government monitoring sites in this 

research. Atmospheric pollutants have a substantial impact on temperature, and these 

pollutants must be continuously monitored in order to develop temperature projections based 

on their quantity." Pollution sensor systems for data collection are now utilised to monitor 

the level of air pollution in all major cities across the world. 
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We may also evaluate the estimate performances of different Machine Learning models such 

as regression models (Decision Tree Regression, Random Forest Regression, and Linear 

Regression) to analyse the NO2 level. Predictions for additional pollutants such as CO, CO2, 

SO2, and others may be included in future studies. In the future, researchers will integrate 

the current findings with camera photos to analyse and anticipate air pollution in a variety of 

large cities. Future research aims include the creation of a platform that will provide 

solutions for traffic suggestions depend upon the sources of air pollution forecasts. 
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