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Big city traffic is getting more and more backed up and wasting precious resources like time and 

fuel resulting into a great loss on GDP. Hence traffic congestion must be resolved immediately. In 

an intelligent transportation system, a lot of data from many different categories can be gathered 

and evaluated in order to predict and prevent traffic flow and road congestion. Dealing with this 

massive data is important but it is difficult. While most of the literature uses batch processing to 

handle large amounts of road data, real-time traffic prediction is not possible. In this research 

work, analyze huge streaming data, such as rainfall volume, traffic events, and road density, and 

employ Storm plus's spouts and bolts to create a real-time traffic forecast model. This paper 

outlines Storm plus's architecture as well as its distributed scale-out and fault-tolerance 

techniques. The real-time data set derived from storm plus was curated with RFE for eliminating 

irrelevant features. The execution of Storm Plus queries for traffic prediction is also covered in 

this paper. The proposed real-time urban traffic congestion prediction model was evaluated with 

SP-SVM and SP-CNN gathers. In our implementation SP-CNN has outperformed SP-SVM in the 

prediction accuracy. Finally Time series analysis helped us to regulate traffic flow from going out 

of hand as congestion.  

   

Keywords: Traffic Prediction, Strom Plus, Time Series Analysis, Regressive feature 

Extraction. 

 

 

1. Introduction 

In cities, vehicle observation streaming mass data access is a hotspot for research. The 

frequency of data access is increasing exponentially with the number of vehicles in urban 

areas. If this information is used promptly and accurately to manage traffic congestion, it can 

assist drivers in making more informed decisions and reduce their carbon footprint. Real-

time accurate road traffic prediction systems will meet these needs. Although the traffic 
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authorities have access to a vast amount of real-time traffic data, data collection still plays a 

significant role in their operations. 

In addition to decreasing social functioning efficiency, traffic congestion raises vehicle 

energy consumption. Solving traffic bottlenecks is an urgent need. An intelligent control 

system for traffic signals that combines big data, cloud computing, artificial intelligence, 

mobile communication, the Internet of things, and cloud computing can detect changes in 

real time, respond quickly, and make intelligent decisions. On streaming data, complex 

computations need to be handled in real time. 

When there is a substantial increase in volume of data, the conventional data processing 

techniques are unable to handle it. In the same way rapid growth of such massive amounts of 

data also brings with it a host of problems like, incomplete and inconsistent data, scalability 

issues, timeliness issues, and security issues. There are significant analytical challenges 

associated with big data. The speed at which data analysis is being done is getting closer and 

closer to real time; i.e. big data analytics has increasing potential. Though highly 

challenging, big data analytics can be useful in identifying patterns and connections among 

large amounts of data. Big data is quickly becoming a catchphrase, but the abilities needed to 

analyze such vast volumes of data are insufficient. Advanced decision-making abilities are 

needed in conjunction with historical data. To manage traffic most of the Traffic engineering 

division of police and city administration need to know the nature of the current traffic 

scenario with the clear classification tag. Hence in our study vehicle movement in traffic 

situation is classified as follows: 1. Free flow of traffic 2. Sparse traffic congestion 3. 

Observable traffic congestion and 4. Huge traffic congestion. Once the current traffic 

scenario classification is obtained from the near matching classes of trained neural networks, 

it will be easy to analyze the progression of traffic congestion. 

By referring the matching data and its transition will defiantly give scientific data to manage 

the traffic.  

Intelligent Traffic Management System. 

The classic traffic signal calculates the green phase delay, red and green time lengths, and 

other parameters using statistical analysis and the timing control method. Its operational 

efficiency is limited to the standard traffic scenario under particular circumstances, and it 

frequently lacks adaptability when circumstances change. To make informed decisions about 

traffic signals, a lot of traffic resources are required. These resources are divided into five 

categories: computer, detection, road, signal, and vehicle resources. Cloud computing, big 

data, artificial intelligence, and other modern technologies must be widely used in the 

development of a accurate traffic intelligent control system. 

First, real-time traffic data is gathered by a vast number of IOT nodes equipped with edge 

computing capabilities. Secondly, adequate computing or storage resources that are 

potentially infinitely expandable and utilized whenever needed are provided by cloud 

platform technology. Third, there is storage for the enormous volume of data that IOT nodes 

gather. Fourth, feature information on particular themes is extracted through the use of big 

data mining. Ultimately, artificial intelligence technologies such as neural networks enable 

the realization of complicated decisions and control. 
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2. Literature Review  

Traffic Forecasting Using Deep Learning 

Deep learning algorithms have demonstrated superior ability to capture nonlinear 

spatiotemporal impacts in traffic forecasting. Numerous further NN-based models have been 

used to predict traffic conditions.  It was suggested to do a preliminary study for vehicle trip 

time estimation using the feed-forward NN. Deep belief networks, generative adversarial 

networks, recurrent NN, convolution NN, auto-encoders, fuzzy NN and combinations of 

these models are some examples of these models [1]-[3]. Because recurrent neural networks 

(NNs) can capture temporal relationships, they are frequently employed in traffic forecasting 

models to anticipate vehicle speed, traffic flow and trip time. Examples of these models are 

LSTM and GRU. Further, a number of unique traffic forecasting models with deep learning 

have been presented recently by integrating pre-existing methodologies, adding auxiliary 

data, and altering the basic neural network model [4]-[6]. Numerous innovative, Long short-

term memory model, such as deep LSTM, bidirectional LSTM, nested LSTM, and shared 

hidden LSTM, have been developed by reordering and merging single LSTMs [8],[9]. 

Long short-term memory models are utilized to comprehensively identify temporal 

dependencies in order to predict traffic. Furthermore, traffic state sequence forecasting has 

also made use of models based on sequence to-sequence (seq2seq) architecture [12]-[14]. 

To handle different feature types, deep learning models with multi-streaming have been 

studied and assessed for traffic forecasting issues. To increase the prediction performance, 

several deep learning based models additionally use additional traffic related data, such as 

weather, accident, and geographic attribute data for roads [15]-[17]. CNNs are used by many 

forecasting models to capture the spatial links present in traffic networks and to extract 

spatial features from 2D spatial-temporal traffic data [18],[19]. 

Expressing traffic structures are challenging problems with 2D spatial-temporal data, 

research have been done to translate traffic network topologies into images and train neural 

networks models to recognize spatial features. This noise in these processed images means 

that CNNs will inevitably identify false spatial correlations [26]-[28]. Other recent efforts 

have also attempted to convert traffic status data into three-dimensional (3D) matrices in 

order to use the 3D convolutional network to extract more useful features. However, 

traditional CNN-based methods are hampered by the traffic network's topological structure 

and physical attributes. Research has attempted to comprehend the traffic network as a graph 

in order to tackle this problem, and then use the graph-based convolution operator to extract 

features from the well-structured graph. 

Deep neural network visualization and understanding 

A portion of our understanding of how deep neural networks (DNNs) behave on language 

and picture tasks has improved. The instruments used to retrieve knowledge are quite similar 

to surgical experiments performed on human bodies. The most fundamental capability is the 

ability to view the activations of a trained DNN on each layer [22]. Perhaps a different kind 

of neural network. It is discovered that the DNN eventually produces a more invariant and 

abstract understanding of the inputs. Another method is to try to figure out the function that 

each individual neuron or all of its nodes calculates [23]. In a stacked RNN structure found 
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that deeper layer neurons are more likely to maintain long-term memory [24]. Carried out 

some intriguing experiments using simulated data to activate the trained-DNN showed how a 

DNN can recognize as something distinct an image that has been altered yet is invisible to 

humans [25]. 

Investigating how the DNN operates on different datasets, such traffic flow and 

meteorological data, is an interesting endeavor. A result-centric approach (comparing the 

output of different approaches) is used to gain knowledge of prediction strategies when it 

comes to traffic flow prediction. This strategy is dependent on test data and model 

parameters. Our inadequate understanding of how and why prediction models work limits 

the development of improved models to haphazard is testing and parameter tinkering. Thus, 

studies must comprehend data-driven traffic flow prediction models [20],[21]. 

In summary, a multitude of traffic flow prediction algorithms that combine various methods 

from many fields have been developed in response to the growing need for real-time traffic 

flow information in Intelligent Transportation Systems (ITSs). Declaring that one strategy is 

unquestionably superior to another in every situation is difficult, though. 

Time Series Analysis using ARIMA 

An enhanced method for calculating the transient traffic stream depending on the ARIMA 

model was provided in Paper [7]. Suggests two combinational conjecture models depending 

on GM, ARIMA, and GRNN in an effort to increase the traffic stream's prediction accuracy. 

The Elman combinational estimate model is then built based on GM, ARIMA, and GRNN, 

achieving the coordination of these three, and it suggests using neural organizations to 

determine variable weight coefficients [10]. 

As reported in study [11], we find that ARIMA outperforms all other situations. However, 

the complex character of computation is negatively impacted by this accuracy. 

 

3. Methodology  

As stated in the Introduction, real-time analysis of traffic pattern is complex process where 

huge multidimensional data need to be handled and prepared as a dataset to apply in any 

machine learning techniques for predicting traffic congestions. In this research, the Strom 

Plus framework was used for handling real-time multi dimensional streaming data. In 

metropolitan city like Chennai, there are around 400 busy traffic junction and 35,000 semi 

traffic junctions are used to regulate traffic. Data derived from these junctions through 

vehicle detectors, video cameras, speed sensors, traffic light on/off timing is mounting as a 

huge dataset over a period of time. The dataset consist of so many attributes, it’s very 

important to identify the relevant attributes which will help for better classification. In this 

experimental study RFE was used to eliminate the irrelevant attributes. With the historical 

dataset using the supervised learning algorithms Strom Plus-Support Vector Machine (SP-

SVM), Strom Plus-Convolutional neural network (SP-CNN) classification models are built 

and tested. Once trained, in the real-time scenario various unclassified instances of traffic 

data are generated and applied to the classification models to predict the traffic condition. 

Further, the Time series Analysis algorithm ARIMA is used to retrieve near matching history 

of traffic instance, so that relevant information can be retrieved for the traffic management 
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like reducing the traffic density, regulating the traffic signals, speed of the vehicle and 

appropriate blocking of turns, etc. 

Strom Plus  

Apache Storm is a real-time, distributed, fault-tolerant streaming processing framework that 

can be used for a variety of data analytics, machine learning, and continuous computing 

applications. 

Unlimited streams of data are reliably processed by Storm Plus. The stream, which is an 

infinite series of tuples, is a key idea in Storm Plus. With the help of two primitives that 

Storm offers, users can turn an existing stream into a new one: a spout and a bolt. Users must 

implement both of these interfaces in order to run their application-specific logic. 

The open source distributed real-time computing system Storm Plus referred to foundation of 

the suggested cluster architecture. Nimbus and the Zookeeper user interface are included 

with the master node for data exchange. The worker and supervisor make up the slave node. 

Storm Plus topology framework implements the suggested congestion prediction method for 

real-time freeway traffic. It is made up of six parts, namely. i.e. traffic data bolt, social 

Interest data bolt, weather data bolt, data mapping bolt, and congestion prediction bolt, 

among others. Vehicle density on roads is computed by the traffic data bolt, which then 

transmits the computation results to the traffic data mapping module. The weather data bolt 

collects statistics on rainfall, analyzes, and transmits the information to the weather data 

mapping module.  

 

Fig. 1. StromPlus Data streaming Flow 
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The Storm Plus Spout gathers weather, traffic, and social Interest information. CNN and 

SVM are used in the Storm Bolt layer to forecast the lane traffic for the 

upcoming time period. 

Dataset 

Traffic flow datasets are compilations of information detailing the movement of vehicles on 

roads over specific time intervals. These datasets play a critical role in transportation 

planning, traffic engineering, and research fields such as urban mobility, congestion 

management, and the advancement of intelligent transportation systems. 

Key components of traffic flow datasets include the following attributes: 

Vehicle Counts: This metric quantifies the number of vehicles passing a particular point on 

the roadway within a defined time frame, offering insights into traffic volume. 

Weather Conditions: Information about weather factors like temperature, precipitation, 

visibility, etc., is crucial for comprehending how weather impacts traffic flow. 

Vehicle Classifications: This provides details about the types of vehicles (e.g., cars, trucks, 

motorcycles), which proves valuable in discerning traffic patterns. 

Vehicle average speed, Vehicle Direction, Geographical Location, Traffic Density in each 

region, Queue Length at Congested Area and Road Condition, Social relevant occasions as 

such specious day, political rally, festivals long and short week ends, etc.  

IITM-HeTra 

There are around 85,000 CCTV cameras across various street and traffic junctions in 

Chennai.  Appropriate processing of these videos with respective specific time will give lot 

of data about the traffic Indian Institute of Technology Madras has converted such videos 

into datasets for further analysis. It is a Heavy Traffic Dataset and widely used as traffic flow 

dataset for research purposes in computer vision, machine learning, and traffic analysis. It 

comprises high-resolution video footage of real-world traffic situations recorded at a bustling 

intersection in Chennai, India. This dataset is tailored for tasks such as vehicle detection, 

tracking, counting, and behavior analysis. It encompasses diverse lighting conditions, 

weather scenarios, and traffic densities, making it an invaluable resource for testing and 

benchmarking algorithms related to traffic management and analysis. This data set was also 

used in this proposed research work. 

Recursive Feature Elimination  

The paper contributes by determining the ideal feature count for achieving the best 

classification results in an actual dataset. In order to do this, we have chosen the optimum 

features set for the offline run using features selection techniques. Characteristics selection 

techniques, which are now an essential part of machine learning, aim to select a subset of 

characteristics that are pertinent to the goal notion. Feature selection has several advantages, 

including the ability to (i) overcome the curse of dimensionality and enhance learning 

algorithms' performance in terms of generalization ability and learning speed, as well as (ii) 

lowering storage requirements. In actuality, feature selection is a challenging process due to 
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the large initial dataset, as well as the requirement to minimize the number of features and 

optimize learning capacity. 

RFE for Multi_Class 

Recursive Feature Elimination (RFE) can be applied to problems with multiple classes, often 

referred to as multi-class classification problems. In the context of feature selection for 

multi-class classification, RFE can be adapted to work with models that naturally support 

multiple classes.  

 

4. Traffic Prediction Methods 

Predicting traffic flow is a crucial component of the Intelligent Transportation System (ITS). 

This facilitates the safer and more intelligent use of transportation networks by traffic 

stakeholders. The technique of estimating the volume and density of traffic flow in order to 

control vehicle movement and relieve congestion is known as traffic forecasting. The 

problem of predicting traffic flow involves intricate non-linear connections between space 

and time as well as dependence on outside variables including weekends, public holidays, 

the weather, events, state of the roads, and more. In this case we are using supervisor 

algorithm SVM and CNN for predicting the Traffic condition. 

Support Vector Machine  

Support vector machines (SVMs) encompass a collection of akin supervised learning 

methodologies utilized for both regression and classification tasks. These methodologies 

belong to the broader family of generalized linear classification techniques. SVMs 

effectively optimize the geometric margin while simultaneously minimizing the empirical 

classification error. As a result of this optimization process, SVMs were aptly named 

Maximum Margin Classifiers. The underlying principle of SVMs is rooted in structural risk 

minimization. SVMs enable the direct derivation of decision functions from the training 

data, with the objective of maximizing the margin - the current spatial separation between 

decision boundaries - within a high-dimensional feature space. When confronted with a 

limited amount of input data, SVMs and alternative classification strategies exhibit notable 

differences in their classification capabilities. This classification approach effectively 

mitigates classification errors inherent to the training data and consequently achieves 

enhanced generalization prowess. The training and testing datasets with class labels are 

derived from Storm Plus and selected using RFE. We have chosen to use CNN to compare 

how accurate the predictions were. 

Convolutional Neural Network (CNN)  

The CNN method's primary objective is to handle 2D data, like pictures. An input layer, an 

output layer, and numerous hidden layers—convolution layers, fully linked layers, 

and pooling, for instance—make up the model. A convolution layer uses filters to modify the 

input value in a defined way in order to save features. The clustering result from the previous 

stage is combined with the minimum or maximum matrix in the subsequent level to create 

a separate section. By using a pooling layer, abstract level data can be educated while 

reducing dimensionality to support the entire model. 
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The three main layers of a CNN are the fully connected, pooled, and convolutional layers. A 

crucial component of the CNN is the convolutional layer. This layer is responsible for 

feature extraction from input feature maps or images. To obtain multiple feature maps, a 

convolution kernel can be present in each convolutional layer. Here's how to calculate 

the convolution layer: 

𝑥𝑗
𝑙 = 𝑓 ( ∑ 𝑥𝑖

𝑙−1 ∗ 

𝑖∈𝑀𝑗

𝑘𝑖𝑗
𝑙 +  𝑏𝑗

𝑙) 

where f(.) is the activation function, xj
I is the output of the ith channel of the jth convolution 

layer, and xj
I−1 is the characteristic map of the output of the preceding layer. In this case, bj

I 

is the matching offset, kij
I is a convolution kernel, and Mj is a subset of the input feature maps 

used to compute uj
I.  Here also dataset obtained from storm plus architecture is used but with 

RFE to eliminate the irrelevant features.   

 
Fig. 2. CNN Model for Traffic Prediction 

Time series analysis 

Time-ordered data points are analyzed and predictions are based on time series algorithms. 

Time series data are observations or measurements that are gathered over an extended period

 of time, usually on a regular basis. 

Autoregressive Integrated Moving Average (ARIMA): 

For time series analysis and forecasting, the ARIMA model is a popular and effective 

method. It works well for capturing seasonality, noise, and trends, among other elements of 

time series data. The AutoRegression (AR), Integration (I), and Moving Average (MA) 

components comprise the ARIMA model.  

These three elements are combined into a single model by the ARIMA model, which uses it 

to describe the time series data as:  
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Where  

• The time series value at time t is denoted by yt.  

• The term "c" is constant. 

• The autoregressive parameters are denoted by ϕ. 

• The moving average parameters are denoted by θ. 

• The error terms are ε. 

ARIMA models can provide valuable insights into temporal patterns and trends for traffic 

flow regulation, especially in complex urban environments with dynamic factors. An exact 

match of this historical data can help the traffic planners to take appropriate decisions like 

removal or blocking of certain number of vehicles in individual regions so that reoccurrence 

of such situations can handled or prevented.  

The significance of the generated forecasts determines how long the time series should be 

done. It is possible to forecast vehicle counts with reasonable accuracy for each hour of the 

day; however, it is more difficult to use this hourly information when a signal adjustment 

algorithm is making decisions. When maximizing the number of vehicles in each location, a 

brief duration of fifteen minutes might be employed as the foundation unit of time extension. 

After using SP CNN and SP SVM classifiers to anticipate traffic conditions, we need to 

know the past data set reflecting vehicle density, weather, socially significant events, and 

vehicle classification, all of which have contributed to the progressive development of traffic 

congestion as classified by the following categories. 1. Free flow, 2. Sparse traffic 

congestion, 3. Observable traffic congestion and 4. Huge traffic congestion. 

 

5. Experiments and Results 

For the experimental purpose Chennai Metropolitan traffic are used as dataset. The study site 

is divided into twenty five regions (5X5), each region measuring approximately two 

kilometers in length and width. The dataset includes traffic in Chennai from 6.00 AM to 

10.00 PM. The snapshots of the traffic details are taken once in 15 minutes during the above 

period. Unpredicted events like accident, protest, road repair works, rain, auspicious day and 

short and long weekend’s traffic conditions are also included in the dataset. Each instance of 

dataset is classified as 1. Free flow 2. Sparse traffic congestion 3. Observable traffic 

congestion 4. Huge traffic congestion. 
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Fig. 3. The 5X5 Traffic study Region in Chennai 

This Highly complex dataset is accumulated for 3 years which has resulted into a huge 

dataset several million instances with approximately 300 attributes per data instance. 

Multiclass Regressive Feature Elimination method is used for reducing the dimensionality of 

the data. Using SP-SVM and SP-CNN algorithm supervised learning are performed and 

tested with 30% of Dataset. Since our aim is to predict traffic pattern in live scenario. Strom 

plus framework was used to create a test dataset where the data from multiple sources are 

integrated in the framework. Since hybrid prediction model was used with SP-SVM and SP-

CNN followed by the output from time series analysis, which has helped to find the nearest 

transition of attributes in the reverse order to manage the traffic. Several case studies are 

done to study the impact of traffic management. With the prediction where the nearest match 

can help to manage the traffic pattern from getting into huge traffic congestion such as 

restricting vehicular movement in certain Region based on the prediction from time series 

analysis. Most relevant instances are retrieved from the dataset and used to regulate the 

traffic pattern. 

Experiment 1: 

As per the figure 4 it is observed that in a normal day, the average speed of the vehicle 

across the all region is 35Km per hour upto 100 thousand vehicle. When the vehicle density 

increases, there are notable variation in the average speed but its only +/- 5 Km per hour.  

On an Auspicious day, the average speed of the vehicle starts at 34 to 32 KM hour upto 60  

thousand vehicles, after that there  is a gradual reduction in vehicle speed up to 125 thousand 

vehicles. From then onwards there is a sharp reduction and average speed and finally 

emerging as huge traffic congestion beyond 180 thousand vehicles. 
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On a rainy day, the average speed of the vehicle starts at 20 km per hour for 40 thousand 

vehicles. Beyond that upto 100 thousand vehicle the average speed gradually decreases upto 

10 km per hour and emerging us huge traffic congestion. 

After classifying the real time instances of traffic patterns on normal day, auspicious day and 

Rainy day, Time series Analysis was done to maintain consistency on various similar 

occasions. Matches obtained such as average traffic density, speed, traffic restrictions and 

traffic signaling time are used to regulate traffic density. Time serious analysis helped as to 

identify the exact match of transition with respect to vehicle density from free flow to sparse 

traffic congestion, from  sparse traffic congestion to observable traffic congestion and finally 

from observable to huge traffic congestion which has given scenario  in the previous instance 

and if applied in reverse order can deregulate the congestion.  In some cases average speed 

of the vehicle was maintained for further increasing vehicle density. As per the Fig. 5, its 

observe that there is no change in average speed in a normal day. In case of auspicious day 

the average speed was maintain from 34 km hour to 25 km per hour without going for 

congestion. In case of rainy day average speed maintain between 20 km to 10 km per hour 

with observable traffic congestion. 

 

  

Fig. 4.  40% of the Region huge Traffic Flow 

 

Fig. 5.  Trained with historical data Proposed 

model has enabled the controlling of the traffic 

moment by modeling the traffic light signals 

(limiting the crossing of road- left and right turn 

  

  

Fig. 6. Average speed of various vehicles during 

the peak hours of Normal day- Real Time traffic 

pattern. 

Fig. 7. Average speed of various vehicles during 

the peak hours of Normal day- Real Time traffic 

pattern with prediction. 
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Experiment 2: 

In order to understand the impact of vehicle types and its average speed pattern over a period 

of 16 hours in a normal working day, starting from 6.00 AM to 10.00PM where observable 

peak hour delays are inevitable. The proposed model was used to predict such condition and 

further with time series appropriate traffic regulations which had resulted in maintaining the 

steady flow of traffic in previous such cases where used to main the average speed.  

As per the Fig. 6, it is observed that the average speed of the two wheelers during the non 

peak hours was around 40 Km per hour. During the peak hours it comes down to 33 km per 

hour. In case of Light Motor Vehicle the average speed was around 35 Km per hour during 

the non peak hour and 25 Km per hour during the Peak hour. Where in, average speed of the 

heavy vehicle during the non peak hour 24 km per hour and it comes down to 10 km per 

hour during the peak hour. With  the time series Analysis the previous nearest traffic 

regulations insistences are obtain from the dataset and implemented to regulate the traffic 

pattern during the peak hour and was found that the average speed of all the above three 

types of vehicles  had not come across with traffic congestion rather maintaining average 

speed as shown in the fig.7: 

Comparisons of SP-SVM and SP-CNN 

Case 1: Classification in a regular day 

In the process of Traffic decongestion during peak hours in a normal day, it is necessary to 

first classify the real time instance with SP-SVM classifier or SP-CNN classifier. The 

proposed model was evaluated with 75% of training data and 25% of testing data from the 

dataset. Traffic prediction accuracy in a regular day was calculated both with SP-SVM and 

SP-CNN classifier. Accuracy of proposed model is initially better in a normal day, when 

traffic density increases, accuracy has slightly decreased. Comparing to SP-SVM and SP-

CNN model prediction accuracy is better as per the Fig.8 graph. 

 

Fig. 8. Performance of accuracy in Normal day 
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Case 2: Classification of traffic in a rainy day 

In a raining day the real-time traffic flow data are obtained and compare with the predicted 

datasets and found the following observation. In rainy day the prediction accuracy stand at 

75% upon increasing the traffic density, the accuracy is becoming unstable. This may be due 

to insufficient attributes from various observation posts. When traffic density was less SP-

CNN has outperformance then SP-SVM but with increase in traffic density, accuracy 

changes without following a study state. 

 

Fig. 9. Performance of accuracy in Rainy day 

Case 3: Classification of traffic in social relevant auspicious day. 

In auspicious day both SP-CNN and SP-SVM accuracy start with 67% and 85% for  a traffic 

density of 25K vehicles which is also resembling like a normal day. Both the models 

accuracy slightly decreases upto 100K vehicles. Behind 100K vehicles the accuracy is 

fluctuating it may be due to erratic traffic condition, which was not captured properly 

through appropriate attributes in the dataset during the training and testing case. Even in the 

case also SP-CNN case is better than SP-SVM classification accuracy. 

 

Fig. 10. Performance of accuracy in Auspicious day 
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6. Conclusion and Future work 

Understanding the materialistic wastage, environmental pollution and cumulative loss of 

man power due to traffic congestion is becoming a common problem across the globe which 

needs an efficient solution. In this research work we have made a maiden attempt to address 

the complication of traffic regulation from its initial stage of capturing hundreds of attributes 

which are directly or in-directly affecting the movement of vehicle in a Metropolitan city 

like Chennai. Continuing to that handling of such huge real-time data possesses a challenge 

which was addressed in this research by the implementation of Strom Plus framework. Since 

so many attributes are there REF has helped us to eliminate irrelevant features, which has 

resulted in a handleable dataset over a period of time with observed classification. In SP-

SVM and SP-CNN models the above datasets are trained and tested. During the real-time 

implementation the present unclassified dataset was given as input to the trained model and 

prediction accuracy was compared among SP-SVM and SP-CNN. The result shows that SP-

CNN is giving consistence accuracy over a specific traffic density. The success of the work 

lies in the management of the Traffic such that it should not progress into huge congestion. 

Hence a Time Series Analysis ARIMA was done on the generated historical dataset to find 

several matches of transition of traffic from one stage to next worst stage, so that pre-

transition instances can help the authorities to regulate the traffic.  

In the future work, the reasons for inconsistence in the accuracy over increasing traffic 

density need to be identified. If attributes which are specific to increase traffic density and 

adverse weather condition and unexpected social events are considered in the dataset, it may 

help to augment the prediction accuracy of the model. In order to enhance traffic flow and 

reduce congestion, Adaptive Traffic Management Algorithms that incorporate AI and 

Reinforcement Learning will help to modify traffic signal timings based on current traffic 

circumstances. 
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