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In the current work, we explore function of error estimation in the generalized Holder class f €
H,(CX)(k >1)andfe H,EX)(k > 1) classes using (Tc?®) means of F. S. as well as C. F. S. A result
regarding the generalized Holder class degree of approximation has been established.

Keywo rds: Error estimation; Generalized Holder class; TCA8 means; Fourier series; conjugate
Fourier Series.

1. Introduction

A notion is summability evolved from the series summation process and the concept of
summability has been correctly shown in a variety of situations, including Fixed point theory,
approximation theory, Fourier analysis, numerous more fields. A famous Weierstrass theorem
served as the foundation for the development of function approximation theory, and it has
become an attractive interdisciplinary topic of study over the previous 130 years. The
approximation of functions using generalized Fourier series and conjugate Fourier series
dependent on trigonometric polynomials is a closely linked on topic in modern engineering
and mathematics study. The virtually summability approach and method of statistical
summability are now under investigation in summability theory. Summability is used to
approximate the inaccuracy of periodic functions belonging to various Halder classes.

A considerable proportion of work has been done on approximation of function being a part
of classes using Holder class and generalized Holder class single summability method by the
number of researchers such as Dhakal [2,3], Tiwari[7], Mishra et al.[9], Mishra et al. [14] H.
K. Nigam and Md Hadish[10] and H. K. Nigam and Supriya rani[12] and Lal and Mishra [13]
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but nothing appears to have been done in the direction of the current work.

Let Y a, be an infinite series, such that s, =Y _, sy is its k" partial sum. Assume that T =
(ax ) is a triangular matrix that is infinite that satisfies a regularity [11], i.e.

Sk oy =1ask > oo Vk>0forr>k,

Yroolaks| S N (1.1)
The sequence-to-sequence transformation
t£ = Z?:O ak,rsr = Z?:O ak,k—rsr- (1-2)

Specifies the triangular matrix means sequence t7,
which is generated by the coefficient sequence (ay,) and the sequence {s;}
If tT — s ask — oo, then the infinte series ¥, dj, or its sequence {s,} is triangular matrix (T)

summable to s [1].

We perform BY = s, = Yk_od, =B =B * +B{~ 1+ . +BETE
and E? for the value of BS when a, = 1 and a;, = 0 for k > 0 i.e. when B, = 1.
§ _ Bt _ 1vyk 5-1
If Cp ==5=—=Xr—0Br_;r 2>sask - o (1.3)
Ep  Eg
5 _ vk k—r+6—-1 s _(k+6
WhereBk—ZTZO( 5—1 )andEk—( 5 )

Then we say that %, d, or s is summable to s by C%(Ceséro means of orders) for the
sequence {sy} [5]

The TC%mean of the sequence {s;} is given by

k—r+6—1
(1 = Do aerf = Thoinns 25 Bbeo B, = B0ty Zhea ks,
(1.4) °
If t7¢° S>sask > o, TCS > s, alsos, »s= ¢ >sask > o
then €% method is regular
= T(C8) =TI’ - sas k — oo, Given the regularity of the T method.
= The method (T'C?) is regular.
Remark-1.1 The TC% mean reduces
(i) (H, ﬁ) C% or HC® mean , if ay, = m
i)  (N,p,q)C%or N, CPifa, =—L2I R =%k p.q,_i # 0, where py

(k-r+1log (k+1)’
and g, have their usual meaning
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(iiiy  (N,pg) €% or N,CO if ay, = p;—:, pr # 0, q, = 1V k where the meaning of p, is
as usual
(iv)  (N,pp) Coor N,Coif ay, = S—;, qi = 1V k, where g, has its usual meaning
Remark-1.2  Considering Remark-1.1, €% &§=1 mean also reduces to
HC*, Ny, C*, N,C*, N,,C* means
Example- Consider the infinite series

1-4%5_,(=3)"" (1.5)
The nth Partial sum of (1.5) is given by,

k
se=1- 42(—3)V-1 = (=3)k
v=1

Let,
arr =32 (5) W (16)
th = Xr_oQxr = ApoSo + Qg 151+ Ap Sz + - oo F Sk

- [t arsae ()
-2 (o G arer s () wrers
e (=) (Z) 3)"| = (1-3)
= 5w (=2 = (=D)*
Hence,

vk _ 1, kiseven
=D _{—1,kisodd

Equation (1.6) can be summable by TC? but not by T.

(1.7)

The space of the function L#[0,2n] = {f: [0, 2n] — R:foznlf(y)lzdy < o0,z > 1}, is 2m-
Periodic and integral, the norm |[. ||,- can be defined as

1
Ifll, = {% foznlf(y)lzdy} z,z > 1 as specified in [1] : [0, 2] — R be a stochastic function
asn(l) > 0for0 <! < 2mandlim;_y+n(0) =0,

IfFC+D=FOllz
n®

IfFC+D-FOllr
(D)

Where, H) = {f € L#[0,27]: sup;.o <00,z > 1} and

1P = 11£19 = £, + supizo .z > 1, clearly ||. |” is norm on HP .
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Note-1: (1) and y(1) denoted Zygmund module of continuity of order two such that % to

be positive and non-decreasing

A < max (1,222), | £|I% < oo

x(2m)
Thus, HP? ¢ H® c 12,z > 1.
Remark-1.3
(i) If () = 1% in H™ reduced to the H® class

(i) By taking n(l) = 1%, Hg") reduces to the H,, , class
(i)  1fz—ooin HP, H™ classand H,, class

We represent the k" partial sum of the Fourier series as,

1 (™ sin (k + )l
sk —f) =—=| o )——=dl
’ 2”']; sin%

The Conjugate Fourier series k" partial sum as,

cos(k + )l
se(F:y) ~F0) =5 f YO, —— 2l

Slnz

The k- order error estimation of function f is provided by

E (f) = min||f — t,||, , where t, is a trigonometric polynomial with degree k.
We define, @, (k) = @(y, k) = f(y + k) + f(y — k) — 2f (¥),

Yy(k) =9y, k) =fly+k)— f(y — k), Aay, = ag,; — Qgria

k r /V+—1\ 1
TC‘S(I) _ Za Z 5§—1 sin (V+E)l
kje—r S§+r .1
r=0 v=0 sins
T 2

5 1 VSN (o5 v+
FITC D=— k_ an T 5—-1 2
k ( ) 2 Zr_o k,k—r Zv—O &;r siné

2. Lemmas

Lemma 2.1 Under Condition (1.1) of regularity of matrix T = (ay,) for0 <1< ﬁ

HIC () = 0(k + 1).
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Proof: 0 <l <— sm( ) >1L ,sin(kl) < kland 6 > 1, we get

= k1 p-
k v+d—1 . 1
Tc"(l) _ Z ZT:( 5—1 ) sin(v + )1
Heke—r (6+r) 1
= =0 . iny

1

r (w+s-1) &1 (2v+1);
—ZZT 0 Qick—112v=0"05"1 Grry L
T

_1¢k r! r Qv+1)(v+6-1)!8!
- 4Zr=° Qe k—r {(3+1) ........... (8+1)8! =v=0 V! }

1y r+1)(2r+1)6
_Z;“""‘"{ G +1) }

1
= Tr—0 Mp—r(2r + 18

=22k +1)8X* gayy—r = 0(k +1) (2.1)

Lemma 2.2 Under Condition (1.1) and (1.7) of regularity of matrix T = (ay,) forﬁ <l<
T,

HTC (1) = ( 1 )

12(k+1)

_ 1 L\ L
Proof: For —— < I <, using sm(z) — |sin®kl| < 1and & > 1, we get

k r v + 6 - 1 . 1
Tc“(l) 3 Z Z ( 5—1 ) sin(v + 7)1
Fok—r (8 + r) 1
= =0 - sinz
sin(v + 1)l
TC® _ 2
|Hk (l)|—2 Zkkrz 5+T L
= = T
Tl r  (v+s-1)8 1
< —>< Zr 0k k—r (6+1) ... (6+1)8! |~v=0 V! sin(v + z)ll

1 ok - r @S-8l i(v+1)t
- 1lyk - r ~———1Im 2

2l Yr=0 Ak k—r (6+1)......... (8+1)8! |[~v=0 v! €

17w 7l (6+1).ee.ne. (8+r-1)é! elttDl—1
= —x=I 2 X Im

2071 Yr=0 Mckr (6+1)enn. (8+1)8! r! 2isin(%)

— T vk ) . 2 l
-z Yr=0 Q-1 (grpy < S (k+1)5

T «k 6
212 Zr:() ak,k—r (6+71)
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— Z A k-1
212 =0 (}_r+1)

=729 (@)

=0 (12(k1+1)) (22)

Lemma 2.3 Under Condition (1.1) of regularity for matrix T = (ay,), for 0<I< ﬁ

P 1
ACm=o0 (E)
] 1 . . (1l 1
Proof: Foro < Il < w7 Using, sm(E) > ;and |cosrl| < 1, we get

_ 1 ( 5—-1 )cos(v+7)l
Hchcs(l) = —Z apQg_r Z
211'r=0

& () ()

k v+6-—1 1
| TCS(l)| Z s zr: ( gl 11ﬂ ) cos(vl+ L
r=0 =0 ( . ) E

|Hk (l)| = an ] Z,ak'k r Z 8+r |cos(v+2)l|
r= v=0

k r
~ 1 r! (v+6-1)8!
o) 5y, >
| k (’)| 21 4 0“""”(5+1) ......... (6 +1)8! L V!

= v=

k
1% @) = lza rl i(aﬂ) ......... (8 +7—1)8!
k 21 L kT (5 +1) .. ... .. (6+1)8! Ly V!
r= v=

L]

_ r! r+16(B0+1)...... (6+r—1)
" 21 ZO kT (51 1) ... 6 +1)o! [ !
k
1 5(r+1)
- 21 ZO k=5 1)
=0 (%) since ¥ _gappr =1
ofy 2
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Lemma 3.4 Under Condition (1.1) and (1.7) of regularity of matrix T = (a,.), forﬁ <Il<

~ 1) 1
m Hi" () =0 (12(k+1))'

1 (1 r .
Proof: For— < l<m, SIn(E) = —, using Abel’s lemma, we get

T

=TCS 1
H,- (D)< o X7

s ST )
sin (E)

1 _ . . ) l
< Y dary — agni1) g sin(k — v + 1) (E) cosk—V (E) +

Ay k Yrogin(k—1+1) (é) cost" (é)|

k-1
n , L . l
=7 ;|Aak,| + ay g gl?s)gsm(Zk -r+1) (E) sin(k + 1) (E)
= %[Z¢;3|Aak,r| + g
4 1 1

=zlo () + o ()l

=0 (e (2.4)
Lemma 3.5 [13] Suppose f € H™ for0 <1<,
(0 leC. DI, =
o(m);
(i) (00) (. +u, 1) +

o(n()),

LD, =
#C: Ol {O(n(lul));
(i) If n(l) and
x(D) are defined Note-1, then llg(.+,1) — ¢(., DI, = 0 (x(lu) X2)
x(D

Lemma 3.6 [13] Let f € H? foro <1<,
(0 IpC,Dll, =
o(m());
(i) ( ) Y +u, D)+

o(n(D),

LD, =

e bl {O(H(lul));
(iii) If n(l) and
x (1) are defined Note-1, then |[Y(.+uw, ) —9(, D], =0 (x(lul)%).
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3. Main Theorem

Theorem- 3.1 If fe Hg") class, z > 1, and "8 are non-decreasing and positive then the error

estimation of f by Fourier series TC® method is provided by

5 ) 1 (™
i 11 =055 [ )

Where n(1) and y(1) are a defined in Note-1, provided.

sin (k+ )l

Proof :Let si (f,¥) — f(y) = —fo oy, D dLk=0,1,2,3,4,....

(v+6‘ 1)

Then, ¥¥_, Ga [se(f,y) — F)] = ano e¥.DYro

2
+6-1) _. 1
(Vé'—l )sm (k-:f)l dl

(81":7") sing

Now denoting TC? transform of s, (f, y) by ti¢
k

GCW) = FO0) = ) aier{C3 - FO))
v=0
TS _ (vgf;l) sm(v+%)l
0 = ) = 5= fy @D ZE o Qs G dl (3.1)
v+6-—
k ( ) sin(v + Z)I

gD - f) == oD
J Z (8 : r) sin%
Let, () = ti ) — FO) = fy @, DHLE () dl

Then, Ty (y + w) — T = fy (o +u,D) — @y, DYHEE (Ddl

Using generalized Minikowski’s inequality [4], we obtain

1T +w) + Tl < J;) lpC+u,1) — (DI, HEE (DL

1

=[] ot — pC Dl @t

k+1

Using lemma 2.1 & lemma 2.5(iii), we get
1

k+1
I = f lo( 4,1 — (DI HIE (1) dl
0
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L
—0 f" 20D ™ e+ 1yar
0

x(D
l
= o i+ tectup) [* 1%:11
n (1) (7
= o te+ DxCluh — L [“ar
X (k ¥ 1) 0
(k11)>
= 0 x(Jul) 2k 3.3
<X( )X(k+1) 33)
Using lemma 2.2 and 2.5 (ii)
I, = ||<p< +u,1) — @( DI, HEE () dl
k
_ ®
=0 1 x(u) 2% ai) (34)
From (3.2), (3.3) and (3.4), we have
I+ -TOll, o (1) T
SUPuz0— L an o (X(k+1)> +0 (k+1 k+1lgx(l) dl) (3.5

Using, Lemma 3.1 and 3.2, we get
7
Tl = |66 = ]|
z

< fi +1||‘P( DIl HiC (l)dl"'fl lle(. l)||zHTcs(l)dl
-0 ((k +1) f(;«?n(l)dl) ¥

=0(n())

We know that,

m 1)
((k+1) fkil dl)

1 m n)
0 ( ki dl) (3.6)

k+1

X _ ITR(4+w)-TrOll,
ITROIE = ITRCll, + Supyrg o
(3.7
Now, by (3.5) and (3.6) in (3.7), we have
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k+1 k+1

ITeOIE = 0 (11 (ﬁ)) +0 (f” LI} dl) +0 (XE ; %) +0 (f” e dl) (3.8)

Due to the monotonicity of the function (1),
n(l) = "Eg (D) < x(m) "ngor 0 < I<m, weget

Again, due to the monotonicity of the function y (1),

”Tk( )”(X) < (k+1)> +0 (fn 1;1(1()1) dl) (3.9)

X (k+1) k+1

Since i and y are continuity moduli,

"() |s positive and non-decreasing, hence,

1

T
1 j” D s (k+1 fl k
N Ul k+1 ) Zx( )
1

v

Then
) _ 0 (s[5 Fal) (310)
X(k_+1—1) k+17= 2 x(D '

From (3.9) and (3.10)

1
1T (I = 0(
Thus,
TCt @ _ (1
”t _f”Z - <k+1f lzx(l)dl) (3.11)
We now have the proof of Theorem 3.1 finished.

Theorem-3.2 Given that fe HEX) class,z > 1, and % is positive and non-decreasing then the
Conjugate Fourier series error estimation f using the T€% method

2@ 1+loglk+1) (™ n@
/ _0( (k+1) ﬁlzx(l)do

~TCo
| -

z
Where n(1) and y (1) are a defined in Note-1 provided
Tk3Aar,| = 0 (5) and (k + Dagy = 0(1)

Proof: Given s, (f,y), the integral representation is given by
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1
~ ~ 1 (™ cos (k +5)l
s(F.9) - F0) = 5 | w00 ———2-al
0 sini
Then
"(V+8_1) k V+6_ cos(k+1)l
~ 01 s (Fy) - FO) Y, 1) 2~ a1
2y 010l =N Z
k(vEOT 1)cos(k+—)l
GO —F» =5=| $o.D 2
‘ f Z (6-1|'-r) sin%
Now,

5 ) — FOo) = T g anpr (€ — F))

b _ 1 (™ k < v+8 cos(v+%)l
10 -0 = 32| YO0 aw Z G ! r
r=0 v=0 ni
1 (y) — F(y) = fo $(, DHTC (D di
Let, Te) = 5 ) — FO) = [T, DHE (D dl

Tely +w) — To(y) = f W+ ) — Py, w} HIEC Dl
0

Using, the GMI, we get
T+ - T O, f I+ 1) — (., wll, HEE Dl

AT

< f 1WC+w D) — pC,wll, HEC Dl
0

n f (4w, D) — pC,wll, HIE Dl
k+1
T +w) — Tk(-)”Z =I3+1, (3.12)
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Using, Lemma 2.3 and 2.6(iii), we get

IIIIJ( +u,1) — (., Wi, HEE (Dl

c\w"_‘

I;=0 <X(I DxEngfk“ dl) <x(|u|)xg %log(k+1)) (3.13)

Again, using Lemma 2.4 and 2.6(iii), we have

Iy = f W+, D) — (., wll, HEE (Dl

k
n®)
k+1 (l D (l)lzd
_ 10 (% )
I = ()c(l W2 [Eital)  (314)
Using, (3.12),(3.13) and (3.14), we have
Tk (0-10ll, _ o (1) ( T )

SUPyzo —O(X(k+1)log(k+1))+0 gl (3.15)

Apply GMI, again using Lemmas 2.3, Lemma 2.4 and Lemma 2.6(i), we obtain
7 _ |lzgrcé _ £
7O, = J|& = 7],

n()

By the monotonic of y(1), we have x(D,0 =<1 <m, we get

1Tl =0 (X&g log(k + 1)> + 0 (k+1 f"_l;’(’()l) dl) (3.16)

Using, the fact that % is non-decreasing and positive, we get

i f w0 1) 1 fld 1G5
1

k+1) 1 12x(D 1 \k+1 ] 12 1
*(751) 3 2XG+ 7
Then,
M) _ 0( Ui LICR dl) (3.17)
X6 k157 (V) -

From (3.16) and (3.17), we get
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0 _ log(k+1) rr 1) T N
17 ()” ( (k+1) f,m 2x® dl) +0 (k+1fki1 2x® dl) (3.18)
+TCS _ z 03] _ 1+log(k+1) m 1)
”t" f”Z - O( (k+1) fkﬂ Zx(1) dl) (3.19)
]

The completes proof of Theorem 3.2. finished.

4. Corollaries
Corollary 4.1let0 < g <a < 1and f € H®,z > 1 then
<1 +log(k + 1)f~@

>if0£ﬁ<a<1

L R R
Bz 1+log(k+ 1) .
(e ) vp=0a=1

Proof : In Theorem 3.2, putn(l) = 1%, y() = 1F,0< B < a < 1.

1+loglk+1
(L [@=B~ Zdz) ifo<p<a<i

O O T
: B)z L+log(k+1) (™ N o
(k+1) h=0a=

Corollary 4.2 A function f € H(X) can have its error estimation determine by (H, ﬁ) 1)
1
(k-r+1)log (k+1)’

5 W O]
(5 _f” ' <(k+1)f1 lZ (l)dl)

Corollary 4.3 If a;, = %, then TC® means reduced to (N, p, q)C®means and

error estimation of a function f € H* by (N, p, ¢)C®means of F.S. is

5 W n®
(5 _f” ' ((k+ 1)[1 12y () dl)

1
(k—=r+1)log (k+1)

function of mean and error estimation function f € H,EX) by (H, ﬁ) (C,1)means of C.F.S.
are

mean of F.S. if a;, = and TC® means is reduced to means

Corollary 4.4 If a;, = , then TC® means reduced to (Hﬁ) (C,1) the

Nanotechnology Perceptions Vol. 20 No. S6 (2024)
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zTcé _ 7
||tk —f

w 1+log(k+1) (™ n il
B (k+1) ﬁlzx(l)

z

Remark 4

i. Inour Theorem 3.1, if z - oo, then H,EX) class. Also putting n(1) = 1% and y(1) = I#

in this theorem 3.1, The H®) class is reduced to H, class, For § = 0, the H,, class reduced to
Lipa class.

ii. In this theorem 3.1 with putting n(1) = 1% and x(I) = I in H®class, HX class
reduced to H, ,; then with putting 8 = 0 in Hy j class, H,  class reduced to Lip(a, k) class.

5. Conclusion

In the current study, we have found the ideal error approximation for a 27 periodic function

f within the generalized Holder class H,EX),k > 1 by using TC? (matrix-cesaro) means of its
F.S. as well as the C.F.S.
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