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Unsolicited emails sent in bulk for malevolent purposes. These emails can clutter user inboxes, 

posing risks like attacks, theft, and malware infections. Detecting and blocking spam mails help to 

protect users from these security risks. Spam emails consume valuable network bandwidth and 

computational resources. Distinguishing spam from legitimate mails is difficult because most of 

the spam mail features are alike legitimate mail features. The impact of irrelevant features in spam 

mail is significantly increases time consumption rate and reduces the accuracy rate for 

classification. For this purpose, a new technique MultiSURF is proposed in order to eliminate 

irrelevant features by integrating with the random forest. This technique automatically removes 

irrelevant features from the dataset and improves the effectiveness of spam mail detection and 

classification. The evaluation results represent the proposed method performs better than ReliefF 

and its variants methods.  
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1. Introduction 

The rise in spam emails presents major challenges for both email users and service providers. 

These emails not only flood inboxes but also create security threats like phishing attacks, fraud 

and malware distribution. Consequently, there is a growing demand for effective spam mail 

detection mechanisms to mitigate these threats [1]. Spam mail detection is a critical aspect of 

email communication due to several reasons, encompassing both technical and societal 

implications.  Phishing emails aim to trick recipients into disclosing sensitive details, such as 

credit card numbers, passwords by pretending to be trustworthy organizations.  Malware-laden 

spam can infect systems with viruses, ransomware, or spyware, compromising user data and 

system integrity and resource drain used by spam mails like network bandwidth, storage 

capacity and processing power. Large volumes of spam can overwhelm email servers, leading 
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to performance degradation and potential downtime. Spam emails inundate users' inboxes, 

cluttering their email experience and making it challenging to identify legitimate mailss. 

Excessive spam can lead to user frustration, reduced productivity, and decreased trust in email 

communication.  

 

2. Literature Survey 

In [2], a study was conducted to detect spam emails using various machine learning algorithms 

including ID3, c-SVC (c-Support Vector Classification), RndTree, Naïve Bayes and C4.5. To 

enhance the spam detection success rate, different feature selection methods (Backward 

Elimination, ReliefF, Forward Selection, and Fisher Filtering) and data transformation 

techniques were applied. The Results indicated that the c-SVC algorithm achieved the highest 

correct recognition rate, while the RndTree had the best ROC analysis result. The Naïve Bayes 

algorithm was the most efficient in terms of processing time. Both feature selection and data 

transformation positively impacted classification accuracy. The sub-feature set derived from 

the forward selection method yielded similar success rates to the original feature set, but with 

a reduced processing time. Data transformation improved classification accuracy by 2.46%. 

The overall classification success rate using single classifiers and data transformation was 

93.13%. In [3], a new method for identifying e-mail spam has been proposed utilizing a hybrid 

bagging approach based on machine learning. This approach combines two machine learning 

methods: random forest and decision tree, to classify emails as either ham or spam. During 

preprocessing, the database is divided into sets, and various techniques are applied. CFS 

(Correlation Feature Selection) is employed to select relevant features. The method's 

effectiveness is evaluated based on accuracy, precision, recall and other metrics, achieving 

98% accuracy. In the future, the researcher anticipates that more advanced techniques such as 

evolutionary algorithms and dataset procedures will be widely adopted to improve 

effectiveness. In [4], A machine learning method is employed to identify spam emails by 

categorizing them into two groups: spam and ham, using Sequential Minimal Optimization 

(SMO). The process begins by extracting features from the text of every email. A hybrid 

feature selection method is then applied to select the most significant features for the detection 

process. These chosen features are subsequently fed into the SMO algorithm to determine the 

final classification. This approach offers an efficient method for spam control, resulting in a 

simplified model with reduced computational cost. In [5], The study focused on using data 

mining methods to distinguish spam emails by utilizing the UCI spam base dataset. It assessed 

the effectiveness of various machine learning tools, feature selection methods, and ensemble 

learning methods. The study also compared the classification accuracy of different classifiers 

(such as Naïve Bayes, ensemble boosting, decision tree and ensemble hybrid boosting 

classifiers) using cross-validation, and the confusion matrix to demonstrate performance and 

accuracy results. The study found that the Ensemble learning methods, especially Bagging 

with Random subspace classifier, after applying feature selection methods, gave better 

classification accuracy results. Moreover, the hybrid technique also improved the classifiers' 

results, and it gave good values of precision and F-measure. The study suggests that further 

work is required to obtain highly accurate and interpretable classification accuracy. In [6], a 

new method is being proposed based on an innovative Relevance Feature Discovery (RFD) 

model. This method will scan email contents, categorizing patterns as general, positive, or 
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negative. It will then analyze whether the emails are spam or not based on these patterns and 

process them accordingly. Additionally, this approach will synchronize with the email server 

user’s emails. Attached images will be detected and classified as either spam or ham. Unlike 

the current method, which does not include general patterns, RFD introduces general patterns 

to help users decide if an email is spam, thereby preventing the loss of important emails. Spam 

images will be detected using Histogram, File Properties, and Hough Transform techniques. 

The proposed system is for English language emails, but there is potential to design the system 

for multiple languages in the future. In [7], the process of filtering spam emails is identified 

by various factors like number of features, type of classifier and sample representation. To 

evaluate the effectiveness of this process, twelve feature selection techniques were analyzed 

and implemented: Term Frequency Document Frequency, Point-wise Mutual Information, 

Mutual Information, Normalized Mutual Information, CDM, Weighted Mutual Information, 

Chi-square, NGL, GSS (Galavotti Sebastiani Simi), CPD, Fisher Score, and LTC. Features 

from the header, body, and subject of emails were used, with both boolean and frequency-

based feature vector table (FVT) representations. The findings showed that using the 

frequency FVT representation with the RF classifier, the header features produced the best 

results. When using the boolean FVT representation, features extracted from the email body 

performed better with the SVM classifier. Conversely, using the email subject was ineffective 

for identifying spam. The best feature selection approach involved using Weighted Mutual 

Information (WMI) and LTC to select prominent features with shorter lengths from a high-

dimensional feature space. This approach resulted in an overall F1-measure of 0.978. Based 

on these limitations, a MultiSURF technique is implemented. 

 

3. Motivation 

Advanced feature selection methods aim to enhance machine learning model performance and 

efficiency by identifying the most relevant features from the dataset. Feature selection offers 

several benefits such as improving the model performance by focusing on the most relevant 

features, reducing overfitting, dimensionality reduction, enhancing interpretability by 

simplifying the model.  To reduce computational burden, enhancing model stability and 

filtering out noisy features from the robust models. By incorporating domain-specific 

knowledge for better feature relevance, here we are proposing a MultiSURF feature selection 

technique integrating Random Forest classifier. 

 

4. Existing Feature Selection Methods 

4.1 ReliefF Method 

ReliefF (Relief Feature Selection) is an efficient feature selection algorithm. It assesses the 

significance of features by their capacity to differentiate between similar and dissimilar 

instances [8]. ReliefF calculates a weight for each feature by comparing its values among the 

nearest instances of the same and different classes. Features with higher weights are deemed 

most significant and are chosen for incorporation into the ultimate feature subset. In the context 

of spam mail detection, ReliefF can be utilized to identify the most discriminative features, 

such as words or attributes, that differentiate between spam and non-spam emails. The 
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mathematical equation of ReliefF method is as follows: 

w[A] = w[A] −
1

m−k
∑ (k

j=1 diff (A , xi , Hitj ) ) + 
1

m−k
∑ (k

j=1
P(C)− diff(A,xi,Missj,c)  

1−P(C)
) Eq (1) 

In Eq(1), diff (𝐴, 𝑥, Hitj) represents distance function measuring the difference between the 

values of feature 𝐴 with hit or miss operations, Hit𝑗 is the j-th nearest hit, Miss𝑗, 𝐶 is the j-th 

nearest miss from class 𝐶, and 𝑃(𝐶) is the prior probability of class 𝐶. 

4.2 SURF Method 

In the context of feature selection, SURF(Speeded Up Robust Features) can be used to identify 

informative features or keypoints in high-dimensional datasets. The mathematical equation to 

update the weight W[A] for feature A is as follows: 

w[A] = w[A] −
1

m−ni
∑ (xj∈Ni

diff (A , xi , xj ) ∗ (2I(yi =  yj) − 1))   Eq (2)  

In Eq(2), N𝑖 is the set of neighbors within distance 𝑑, 𝐼 is an indicator function and its value is 

1 if the argument is true and 0 otherwise. 𝑛𝑖 is the number of neighbors. 

4.3 SURFStar Method 

The SURFstar algorithm is a commonly used feature selection method in machine learning. It 

is particularly useful in tasks such as spam mail detection, where the identification of relevant 

features that contribute to the classification process. SURFStar method is similar to SURF, but 

instead of a fixed threshold 𝑑, SURFStar dynamically adjusts the neighborhood size. The 

weight update formula also remains similar to SURF but with dynamically defined 

neighborhoods. 

 

5. Proposed MultiSURF Technique 

ReliefF detects feature interactions but is computationally intensive and sensitive to 

parameters. SURF improves efficiency but relies heavily on a radius parameter and does not 

detect feature interactions. SURFStar enhances efficiency and adapts dynamically but lacks 

interaction detection.  To overcome these drawbacks, MultiSURF technique is proposed. In 

this paper, MultiSURF technique integrating with Random Forest technique is proposed to 

select most relevant features to classify spam or ham mails in high dimensional datasets with 

low computational costs. In Figure 1, the proposed architecture is represented. 
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Figure1 Proposed Architecture 

5.1 Feature Extraction 

In this paper, for feature extraction TF-IDF is used. TF-IDF gives higher values to less frequent 

words and smaller values to high-frequency words. If both TF and IDF values are high, the 

word is rare in all documents but frequent in a single document. Calculating Term Frequency 

(TF) using a formula, 

TF= 
(Frequency of the word in the sentence)

(Total no,of words in the sentence)
     Eq [3] 

Calculating IDF values from the formula, 

IDF = 
Total number of sentences

Number of sentences containing that word
     Eq [4] 
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5.2 Feature Selection 

MultiSURF works by evaluating the relevance of each feature through a comparison of its 

value distribution across different classes in the dataset. MultiSURF improves feature selection 

with greater adaptability, robustness to noise, computational efficiency, and balanced 

sensitivity and specificity. The mathematical equation to update the weight W[A] is as follows: 

w[A] = w[A] −
1

m−ni
∑ (xj∈Ni

diff (A , xi , xj ) ∗ (2I(yi =  yj) − 1))  Eq [5] 

In Eq [5], 𝑁𝑖 indicates the nearest neighbors based on a stricter threshold. 

5.3 Classification 

Random Forest is integrated with MultiSURF technique to improve accurate classification 

over the individual Random Forest. Integrated Random Forest considers the predictions from 

each tree and aggregates them through majority voting to determine the final outcome. With 

an increased number of trees in the forest, accuracy rises while the risk of overfitting decreases. 

The IRF (Integrated Random Forest) algorithm is particularly useful for predicting outputs 

with high accuracy on large datasets and requires less training time.  

 

6. Experimental Results 

To test the effectiveness of proposed method, here we considered two datasets i.e., 

SMSSpamCollection and SPAM dataset. In this paper, two datasets SMSSpamCollection and 

SPAM dataset which are shown in figure2 and figure 3 are used for the experimentation. The 

SMSSpamCollection dataset comprises of 5574 records, with the first attribute being the "type 

of mail" which distinguishes between spam and ham emails. The second attribute is the email 

text which includes a variety of content. Our aim is to use this dataset to train machine learning 

models.  

 

Figure 2. SMSSpamCollection Dataset 
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The second SPAM dataset is it consists of 1813 spam and 2788 non-spam emails. Among 

4601 instances. It includes 57 attributes, which are shown in Figure 2 comprising words or 

characters that frequently occurred. The first 48 attributes are continuous real numbers, 

ranging from 0 to 100, and are labeled as "word_freq_WORD." This indicates the percentage 

of words present in the email, with "WORD" representing any alphanumeric character string. 

The next six attributes are also continuous real numbers, ranging from 0 to 100, and are labeled 

as "char_freq_CHAR." This indicates the percentage of characters present in the email, with 

"CHAR" representing any character in the email. The remaining attributes are a combination 

of continuous real numbers and continuous integers. The final column represents the class 

type, indicating whether the email is spam (denoted as "1") or not (denoted as "0"). 

 

Figure 3. SPAM Dataset 

The formulae to calculate accuracy, precison, recall and F1-score are as follows: 

• Accuracy: How many predictions of the total number of values were accurate. 

Accuracy =  
truepositive+truenegative

(truepositive+falsepositive+truenegative+falsenegative)
  Eq [6] 

• Precision: Precision describes the number of accurately anticipated situations that 

really turn out to be positive.   

Precison    =          
truepositive

(truepositive+falsepositive)
    Eq [7] 

• Recall: Used to retrieve true negative values   

Recall    =          
truenegative

(truepositive+falsenegative)
    Eq [8] 
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• F1 Score: It is used to classify dataset values as positive or negative                                                    

 F1-score    =          
2 ∗ Precision ∗Recall

(Precision+Recall)
                 Eq [9] 

Table1. Results of SMSSpamCollection dataset 
 ReliefF SURF SURFStar MultiSURF 

Accuracy 81.66 81.66 81.66 83.33 

Precision 0.99 0.99 0.99 0.99 

Recall 26.66 26.66 26.66 33.33 

F1 42.1 42.1 42.1 50 

Graph 1. Results of SMSSpamCollection dataset 

 

Table2. Results of SPAM dataset 
 ReliefF SURF SURFStar MultiSURF 

Accuracy 79.58 92.90 74.43 92.97 

Precision 89.33 93.15 85.22 93.16 

Recall 58.05 89.60 46.96 89.77 

F1 70.37 91.34 60.55 91.43 

Graph2. Results of SPAM dataset 
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The table 1, graph 1 and table 2, graph 2 represents the accuracy, precison, recall and f1-score 

for the datasets SMSSpamCollection and SPAM dataset respectively. The precision represents 

accurate classification of samples among the positive samples and the recall specifies accurate 

classification rate of negative samples. Based on the graphs and tables, precision and recall 

got highest values for proposed method such that it impacts on increasing of accuracy rate. F1 

– Score represents the combination of Precision and recall. All the parameters represent 

MultiSURF produced higher values. 

 

7. Conclusions 

This paper suggests an innovative approach for improving spam detection by utilizing 

sophisticated feature selection technique MultiSURF to identify and prioritize relevant 

features from email datasets, reducing dimensionality and enhancing classification accuracy. 

This algorithm builds on the principles of the original Relief algorithm, enhancing its ability 

to handle various challenges like noise, multiclass data, and high dimensionality. The 

subsequent phase involves utilizing Random Forest (RF) for classification, leveraging the 

chosen features. The MultiSURF method produced better accuracy over the ReliefF, SURF 

and SURFstar techniques. The MultiSURF technique produced 92.9% of accuracy rate. 

However, the accuracy rate can be improved by breaking down the weight formula and 

consider the possible modifications like reguralizing the weights, normalization of differences 

and adding the learning rate coefficient. 
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