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Numerous researchers employed the Quine McCluskey Binary Classifier (QMBC) for rapid 

identification of cardiac patients. These integrated models, including decision trees, random forests, 

K-nearest neighbors, naive Bayes, support vector machines, and multilayer perceptron’s, 

demonstrate effective performance on binary classification datasets. Use chi-square, analysis of 

variance, and principal component analysis to find and select features for predictive modeling. The 

ensemble model uses the Minimum Boolean expression from the seven models, works better than 

the best methods that are currently available. The collection includes examples from Cleveland HD, 

HD Comprehensive, and CVD. Its main goal is to improve accuracy by using advanced ensemble 

methods. In addition, a more in-depth study looks into how to combine Voting Classifier and 

Stacking Classifier, with the goal of reaching 100% accuracy. This paper adds to the field by 

introducing a strong method called QMBC and showing how strategic ensemble methods can be 

used to improve performance even more.  

 

Keywords: ANOVA, Quine McCluskey Binary Classifier; chi-square; Ensemble approach; 

Machine learning; principal component analysis. 

 

 

1. Introduction 

HD is a broad term for a variety of heart and blood vessel diseases. Arterial diseases and 

heartbeat issues fall into this category. They use the patient's medical history (Makka, S., et 

http://www.nano-ntp.com/
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al., 2021) and blood sugar, cholesterol, and blood pressure tests to determine it. Modern 

(Makka, S., et al., 2022, Sunitha, L.et al., 2022) tests for heart problems include X-rays, 

ultrasounds, arterial angiography, radioactive tests, MRI scans, and CT scans. Heart failure is 

caused by long-term problems that hurt or weaken the heart muscles, which lowers the ejection 

fraction. The disease can hurt other important body parts very badly and can happen to both 

adults and children. Age, race, family background, genetics, living choices, and having a 

cardiovascular disease (CVD) or genetics that was there before are the main Factors that 

increase your risk of heart problems failure. ML is becoming a more and more important tool 

for finding diseases early on. Its goal is to find patterns in events and come to conclusions that 

make sense in light of new knowledge. ML is becoming a more and more important tool for 

finding diseases early on. Its goal is to find patterns in events and come to conclusions that 

make sense in light of new knowledge. Researchers have looked into how to combine different 

techniques to make mixed models that work better than solo models. Most of the time, these 

types have two stages Feature Extraction (FE) and Feature Selection (FS) are used to choose 

a group of traits in phase-1. Then, the group is fed into the algorithms that were used in step 

2. Heart disease records often have a lot of different traits, some of which are important, some 

of which are not, and sometimes there are even similar characteristics. Relevant attributes 

change how the target class is defined, while useless attributes don't change how the output 

class is described. On the other hand, redundant characteristics add noise to the description of 

the target class instead of adding any new information (S. Shilaskar and A. Ghatol, 2013). To 

make the classification models better, it is important to get rid of traits that Not just altering 

the classification outcomes, but also causing a slowdown in the system. There are features in 

the datasets that aren't useful or are repeated, which adds to the noise and doesn't tell us 

anything about the target class. This is why the HD diagnosing system needs dimensionality 

reduction or FS methods. You are less likely to over fit, the model can generalize better, 

predictions are more accurate, and you need to do less work, so there are fewer features (N. C. 

Long, et al., 2015). So that the forecasting process goes faster, we use algorithms to find and 

pick out features. We use the ANOVA and Chi-Square tests to pick out the top 10 traits and 

divide the dataset into smaller parts. After that, we use Principal Component Analysis to find 

nine prime components in the set. To find the smallest true or false statement for the goal 

feature, we use the Quine McCluskey method on a group of all seven models. A novel hybrid 

QMBC technique effectively discerns between patients with and without heart disease. It 

incorporates Naive Bayes; SVM, LR, DT, RF, MLP, and K NN methods are among the QMBC 

models. It is fairly proficient at managing collections of binary categorical data. 

 

2. Literature Survey 

This paper aimed to develop a model utilizing machine learning to forecast mortality in 

individuals diagnosed with coronary artery disease by incorporating additional health factors. 

Data from over 13,000 CAD patients who attended cardiac rehabilitation between 1995 and 

2016 was analyzed, revealing age and peak metabolic equivalents as key predictors of 

mortality (C. G. D. S. E. Silva, et al., 2022). The model, using the survival tree algorithm, 

demonstrated a high level of accuracy in predicting death over a long-term follow-up period. 

The ST algorithm divided patients into eight groups with different chances of survival, 

showing that maximal exercise capacity is a key factor in prognosis. This machine learning-
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based method worked better than traditional clinical variables, showing that age and exercise 

capacity are strong indicators of CAD death. The study comes to the conclusion that machine 

learning techniques, specifically the ST algorithm, offer a new and useful way to predict death, 

providing doctors with additional insights to enhance their decision-making process for CAD 

patients. It utilizes the CART algorithm, a supervised machine learning technique, to create a 

model and make predictions related to heart disease, a significant issue worldwide. Heart 

diseases cause about one-third of all deaths in the world, so the study is mostly about how to 

improve early detection in medicine by using advanced machine learning applications. The 

CART algorithm is used to figure out how to make decisions and predict heart disease by 

revealing complex connections between input and output variables. The study lists the factors 

that have the most significant effects on heart disease and ranks their level of importance. The 

model makes predictions that are an impressive 87% of the time, which proves that it is reliable 

across a wide range of performance parameters. It is important to note that the extracted 

decision rules provide a simplified framework for clinical applications, which helps doctors 

and patients who are limited by time and cost when diagnosing and treating heart disease. In 

conclusion, this study presents a strong CART-based algorithm that not only helps doctors but 

also solves problems that patients actually face while getting diagnosed with and treated for 

heart disease. This paper explores how machine-learning algorithms (M. M. Nishat, et al., 

2022) can be used to improve patient survival rates for heart failure by addressing imbalances 

in datasets. By utilizing a variety of supervised algorithms and techniques such as SMOTE-

ENN and hyper parameter optimization, the study found that the Random Forest Classifier 

demonstrated superior performance with 90% test accuracy. This study introduces machine-

learning algorithms (P. Ghosh, S. et al., 2021). Relief and LASSO feature selection methods 

for cardiovascular disease (CVD) prediction. Early detection of CVD is important to prevent 

and reduce mortality. Improving data collection and prioritization processes can increase the 

accuracy of training models. Data and statistical data from various locations including 

Cleveland, Long Beach, Virginia, Switzerland, and Hungary were used. Recovery and LASSO 

feature selection methods improve predictions. Hybrid classifiers perform better in model 

training. In addition to traditional classifiers, packaging and transportation systems (S. Bashir, 

et al., 2019) also used. 

Table 1. Literature Survey 
Title of the Paper Authors, Year of 

Publication 

Outcomes 

 

Prediction of mortality in coronary 

artery disease: Role of machine learning 

and maximal exercise capacity 

C. G. D. S. E. Silva et al., 

2022 

Additional subdivisions within each 

patient subgroup are determined by age 

or peak METs cut points. 

A classification and regression tree 

algorithm for heart disease modeling and 

prediction 

M. Ozcan and S. Peker, 

2023 

The algorithm aids both healthcare 

professionals and patients facing 

Constraints related to cost and time in 

diagnosing and treating heart disease. 

A comprehensive investigation of the 

performances of different machine 

learning classifiers with SMOTE-ENN 

oversampling technique and hyper 

parameter optimization for imbalanced 

heart failure dataset 

M. M. Nishat, et al., 2022 Enhancing machine learning algorithm 

performance is accomplished by 

employing the SMOTE-ENN algorithm 

and hyper parameter optimization 

techniques. 
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Efficient prediction of cardiovascular 

disease using machine learning 

algorithms with relief and LASSO 

feature selection techniques 

P. Ghosh, S. et al., 2021 The greatest accuracy was achieved when 

employing RFBM and Relief feature 

selection techniques. 

Heart disease identification method 

using machine learning classification in 

healthcare 

 J. P. et al., 2020 The suggested diagnostic system 

(FCMIM-SVM) demonstrated notable 

accuracy when compared to previously 

proposed methods. 

A range of metrics, including accuracy, precision, error rate, F1 score, and false positive rate, 

were analyzed. The model achieved a peak accuracy of 99.05% using RFBM and Relief 

feature selection methods. It can predict heart disease well. This paper uses a combination (A. 

K. Gárate-Escamila, et al., 2020) of PCA (principal analysis) and feature selection 

(McSweeney, et al., 2016) to improve the prediction of cardiovascular disease. The researchers 

tested six different machine learning methods using data sourced from the UCI Machine 

Learning Repository, which includes 74 features and labels indicating the presence or absence 

of heart disease. They introduced a new size reduction method called CHI-PCA, which looks 

specifically at factors associated with cardiovascular disease. The results show that CHI-PCA 

outperforms other methods, especially in random forest. The prediction accuracy for 

cardiovascular disease was an accuracy of 98.7% was achieved for the Cleveland dataset, 

99.0% for the Hungary dataset, and 99.4% for the combined Cleveland-Hungary dataset. 

Features considered include cholesterol level, maximum heart rate, chest pain, and ST 

depression and symptoms, and cardiovascular system metrics were deemed anatomically and 

physiologically significant and were analyzed using chi-square feature selection (J. P. Li et al., 

2020). The combination of chi-square and PCA outperforms other classification methods in 

tests. Interestingly, performing PCA directly on raw data results in lower accuracy; this 

indicates that CHI-PCA is a better method for predicting heart disease and also reduces risk. 

 

3. Machine Learning Models 

3.1 System Architecture 

Systematic designs using machine-learning models (M. Ayar, A. et al., 2022) to accurately 

and effectively predict cardiovascular diseases. Use classification techniques such as Chi-

Square, Analysis of Variance, and PCA, as well as SVM, Naive Bayes, Decision Tree, 

Random Forests, K-Nearest Neighbor, and Multilayer Perception to extract dataset behaviour 

to refine the model. Combining these methods does not affect the product, but reduces the size, 

speeds up the calculation and makes it better. New Quine McCluskey Binary Classifier 

(QMBC) integration technology provides predictive results. The system also has a Voting 

Classifier that includes all base models and additions like a Voting Classifier with Adaboost 

+ RF and a Stacking Classifier with RF + MLP using LightGBM. 
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Figure 1. System Architecture 

The architecture is flexible and has been tested on different datasets, including Cleveland HD, 

comprehensive HD, and CVD. It may be possible to get higher accuracy by using ensemble 

methods, which makes it a strong and flexible way to predict heart disease (I. D. Mienye, et 

al., 2020). Overall, the research highlights the importance of using advanced algorithms and 

methods in predicting heart failure survival. 

3.2 Algorithms 

Random Forest: Leo Breiman and Adele Cutler invent this algorithm and it combines output 

of decision tree. It is popular because it is easy to use and can classify and regress. 

Logistic Regression: This machine learning classification algorithm estimates class likelihood 

based on dependent variables. In summary, the logistic regression model adds up the features 

(usually a bias term) and calculates the logistic result. 

 Decision tree: The structure is similar to a flowchart, with each node representing a test of a 

specific attribute. The branches show the different results of the test, and the leaf nodes 

represent the decision made based on all the attributes. 

K-Nearest Neighbors (KNN) Algorithm: This supervised learning classifier, categorizes data 

points based on their proximity to one another without making any assumptions about their 

underlying distribution. 
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Naive Bayes: Based on Bayes' Theorem and assuming predictors are independent groups or 

things. Naive Bayes classifiers believe that presence of a single feature within a class does not 

impact its presence of others. 

SVC: SVC is a supervised machine-learning algorithm used to group things. SVC locates the 

optimal hyper plane to divide data points into two groups by mapping them to a 

multidimensional space. 

MLP: A modern artificial neural network, known as a feed forward network, consists of 

interconnected neurons with a nonlinear activation function. It is organized into multiple layers 

and can effectively separate data that cannot be separated by a straight line. The term "MLP" 

is not accurate as the first perceptron used a different type of activation function called the 

Heaviside step function, unlike the nonlinear activation function used in modern networks. 

Stacking Classifier: This ensemble method sends the results of several classifiers to a meta-

classifier for classification. 

Voting Classifier: A voting classifier is a type of machine learning model that generates a final 

prediction by aggregating the predictions of several base models. The classifier's final output 

may be enhanced through modification of how the predictions are merged. 

 

4. Experimental Approach 

4.1  Dataset collection 

This study predicts coronary heart disease using three free benchmark datasets. Many research 

studies use the University of California (UCI) Cleveland dataset. There are 76 attributes, but 

researchers usually focus on 14. The second dataset, HD (Comprehensive), includes patient 

records from various locations and contains important variables related to heart health. The 

third dataset, CVD, is the largest and consists of a large number of patient records with relevant 

attributes. By analyzing (C. B. C. Latha and S. C. Jeeva, 2019) these datasets, researchers, and 

doctors can identify Factors posing risks and indicators for diagnosis and treatments for heart 

disease, which can significantly improve prevention and treatment efforts. 

4.2 Data processing 

The initial phase of the data processing pipeline involves the use of a panda’s data frame to 

organize and work with the dataset effectively. Then, columns that aren't needed are removed 

to make the dataset smaller, which speeds up computations and lets the computer focus on the 

important features. Through recognizing of the most significant patterns, PCA is used to 

reduce the number of dimensions in data. After that, seaborne and matplotlib are used to show 

the data, which gives information about how the data is distributed, how it is related to other 

data, and possible patterns. Label Encoding is done with Label Encoder, which turns 

categorical variables into numerical format so that machine-learning models can work 

together. Choosing the right features is an important step. The process includes Anova FS 

(which uses analysis of variance to figure out how important a feature is) and Chi2 FS (which 

uses the chi-square statistic). For comparison, the original dataset is kept. This all-around 

approach to processing data guarantees a clean and useful dataset that is ready to be analyzed 

and modeled later on. Dimensionality reduction, visualization (H. Li, et al., 2018), label 
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encoding, and feature selection all work together to make the data better and more suitable for 

predictive modeling tasks. 

4.3 Training & Testing 

Machine learning requires data in utilizing training and testing datasets for evaluating model 

effectiveness. After data preparation, it is split into feature variables (X) and target variables 

(y). The input data is contained in the feature variables of X, and the labels or outcomes are 

contained in y. About 70% to 80% of the dataset is usually set aside for the training set 

(X_train, y_train). This gives the machine-learning model a lot of examples to learn from and 

find patterns in. During the training phase, the model changes its settings based on the features 

and labels that go with them. This makes it better at making accurate predictions. The last 20–

30% is the testing set (X_test, y_test), which is a separate set of data that the model hasn't seen 

before during training. This separation makes sure that the model's generalization performance 

can be judged fairly, which measures how well It possesses the ability to generate precise 

predictions for new data which does not seen before. Checking the model on this specific 

dataset helps find problems with over fitting and shows how it can be used in the real world. 

 

Figure 2. Cleveland dataset accuracy 

Finding the right balance between training and testing data (Makka, S., et al., 2022) is 

important for creating a strong, well-generalized machine-learning model that can make 

accurate predictions about a wide range of new situations. This division makes sure that the 

model works well and is reliable when used in real life. 

Cleveland Dataset: The experimental environment is created using a dataset sourced from the 

Kaggle machine-learning repository. In the dataset, we found 297 instances. 
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Figure 3. CVD dataset accuracy 

 

Figure 4. HD comprehensive dataset accuracy 

 

Figure 5. Overall three datasets Accuracy 
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5. Proposed Approach and Methodology 

A novel Quine McCluskey binary classifier (QMBC) method has been developed to 

differentiate heart patients during the process. It employs regression, decision trees, random 

forests, K-nearest neighbors, naive Bayes, support vector machines, and multilayer perceptron 

models. Combining Chi-Square, ANOVA, and PCA improves the model (R. K. Sevakula and 

N. K. Verma, 2017). This completes a plan that reduces dimensions, speeds computation, and 

optimizes performance. QMBC ensemble technique combines model results to make an 

accurate prediction.  

A number of different classifiers are built into the model architecture, including a Voting 

Classifier that uses all base models and an extended ensemble approach (Voting Classifier 

with Adaboost + RF and Stacking Classifier with RF + MLP using LightGBM). Three datasets 

are used for evaluation: Cleveland HD, comprehensive HD, and CVD.  

The existing survey says that QMBC is 98% accurate. As an addition, the system looks into 

other ensemble methods, such as Voting and Stacking Classifiers, in the hopes of improving 

performance even more and possibly reaching 100% accuracy, which would help heart disease 

prediction models, move forward. 

5.1 Significance of QMBC 

The Quine McCluskey Binary Classifier is a method used for simplifying Boolean functions, 

primarily in digital circuit design. It is named after Willard Van Orman Quine and Edward J. 

McCluskey, who created it in the early 1950s. The significance of QMBC lies in its ability to 

simplify Boolean functions, leading to more efficient digital circuit designs with reduced 

complexity, cost, and power consumption. 

Boolean Function Simplification: QMBC is a powerful tool for simplifying Boolean functions, 

diminishing the quantity of terms or literals required to act a function. This simplification can 

lead to more efficient digital circuits with fewer gates, resulting in cost savings, faster 

operation, and reduced power consumption. 

Applications in Digital Design: QMBC finds extensive applications in digital circuit design, 

where Boolean functions are fundamental for describing the behavior of logic gates and 

circuits. By simplifying these functions, engineers can optimize the design of digital systems, 

making them more reliable and easier to manufacture. 

Minimization of Logic Circuits: One of the primary goals of QMBC is to minimize the number 

of logic gates needed to implement a given Boolean function. This reduction process aids in 

decreasing the complexity and size of digital circuits, making them more manageable and 

efficient. 

Complexity Reduction: Boolean functions can become very complex, especially in large-scale 

digital systems. QMBC provides a systematic approach to reducing this complexity by 

identifying redundant terms and combining them to form simpler expressions. 

Automation: While QMBC can be done manually, it's often automated through software tools. 

These tools take the Boolean function as input and apply the Quine-McCluskey algorithm to 

generate the simplified expression automatically. This automation saves time and reduces the 

chances of human error. 
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Compatibility: QMBC is compatible with various other techniques and algorithms used in 

digital design, such as Karnaugh maps and Espresso heuristic logic minimization. Engineers 

often use a combination of these methods to achieve the best possible simplification for a given 

Boolean function. 

 

6. Results and Discussion 

Accuracy: The measure of a test's ability to distinguish between individuals who are sick and 

those who are healthy is termed its accuracy. To gauge the accuracy of a test, it's essential to 

determine the percentage of cases that are true positives and true negatives. 

Accuracy=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (1) 

Precision: Precision refers to the proportion of accurately classified instances or samples in 

relation to those that were correctly identified as positives. Therefore, here is the formula to 

calculate precision. 

Precision=
𝑇𝑟𝑢𝑒 𝑃𝑎𝑠𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑎𝑠𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑎𝑠𝑠𝑖𝑡𝑖𝑣𝑒
  (2) 

Recall: In machine learning, recall serves as a metric indicating the model's capability to 

identify all pertinent instances of a specific class, showcasing its proficiency in capturing such 

instances. It's computed by dividing the ratio of correctly predicted positive observations to 

the total number of actual positives. 

Recall=
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (3) 

F1-Score: The F1 score is a method for evaluating the accuracy of a machine-learning model, 

which combines its precision and recall scores. The accuracy metric indicates how often a 

model made correct predictions throughout the entire dataset. 

F1 Score=
2

(
1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
+

1
𝑅𝑒𝑐𝑎𝑙𝑙

)
    (4) 

 

F1 Score=
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     (5) 

Analysis and comparative study of above-mentioned features on various algorithms is depicted 

through following graphs. 

 

Figure 6. Performance Comparison Graphs Cleveland HD Dataset 
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Figure 7. Performance Comparison Graphs Cleveland HD Dataset for Anova –FS 

 

Figure 8. Performance Comparison Graphs Cleveland HD Dataset for Chi2 FS 

 

Figure 9. Performance Comparison Graphs Comprehensive HD Dataset 
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Figure 10. Performance Comparison Graph for CVD Dataset 

 

Figure 11. Performance Comparison Graphs Comprehensive HD Dataset for Anova –FS 

 

Figure 12. Performance Comparison Graphs Comprehensive HD Dataset for Chi2 FS 
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Figure 13. Performance Comparison Graphs CVD Dataset for Anova –FS 

 

7. Conclusion 

This paper emphasizes on how well standalone machine learning models worked and created 

a new QMBC to predict heart disease across a variety of datasets. The datasets were carefully 

prepared before being used in models. This was done using Chi-Square, Anova, and PCA 

techniques. The QMBC model, which used a combination of ANOVA and PCA feature 

extraction, was more accurate, precise, recallable, and had a higher f1-score than other 

methods. The amazing outcomes in the Cleveland, cardiovascular, and HD (Comprehensive) 

datasets show that the suggested method works. Enhancing the precision of predictions for 

heart disease in the future, researchers will work on datasets that aren't balanced and explore 

deep learning techniques. Extending ensemble techniques like Voting Classifier and Stacking 

Classifier could lead to higher accuracy, which could lead to better diagnostic tools for heart 

health. This study improves heart disease prediction and opens the door to machine learning 

model research and improvement to save lives. 
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