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In the modern days the data is coming from various devices like mobiles, tabs, laptops, computers, 

IOT devices e.tc and is stored in the electronics form in the systems using the concept of files or 

data bases. Clustering Technique is used to extract data from these sources. Improving the accuracy 

of the model is improved using the feature selection or feature engineering or both. The feature 

engineering is used to add a new feature based on the global mean. Along with that new feature in 

addition to the feature selection increase the overall accuracy of the model.  
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1. Introduction 

Clustering and classification 

Unsupervised machine learning techniques such as clustering are used to classify similar data 

points into groups or clusters according to their shared attributes. Ensuring that data points 

inside a cluster are more comparable to one another than to those in other clusters is the aim. 

Numerous disciplines, including data mining, pattern recognition, image analysis, and 

bioinformatics, make extensive use of this technique. Based on how they handle data grouping, 

clustering techniques can be divided into different categories. The following are a few of the 

most popular kinds of clustering methods: 

1. Partitioning Clustering: 

a. K-Means: By reducing the variation within each cluster, the Kmeans algorithm divides the 
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data into k clusters. Iteratively matching each data point to the closest centroid, it begins with 

k initial centroids and updates the centroids according to the average of the points in each 

cluster[2]. 

b. K-Medoids (PAM): It is a K-Means version in which the cluster centers are the actual data 

points (medoids) rather than the mean of the points. In contrast to K-Means, it is less 

susceptible to outliers [3]. 

2. Hierarchical Clustering [4]: 

a. Agglomerative Clustering: Beginning with each data point as its own cluster, this bottom-

up method repeatedly combines the closest pairings of clusters until either a single cluster 

forms or a halting condition is satisfied. 

b. Divisive Clustering: Each data point in this bottom-up method begins as its own cluster, and 

repeatedly merges the closest pairings of clusters until either a single cluster forms or a halting 

requirement is satisfied. 

3. Density-Based Clustering: 

a. Density-Based Spatial Clustering of Applications with Noise(DBSCAN): It classifies points 

in low-density regions as outliers and groups points that are densely packed together, or in 

high-density regions. It is especially helpful for data that have asymmetrical shapes [5]. 

b. OPTICS (Ordering Points To Identify the Clustering Structure): By generating a 

reachability plot, it extends DBSCAN by offering a more adaptable method of locating clusters 

and outliers [6]. 

4. Model-Based Clustering: 

a. Gaussian Mixture Models (GMM): It is assumed that a combination of multiple Gaussian 

distributions is used to generate the data points. It clusters data points according to probability 

and estimates the parameters of these distributions using the Expectation-Maximization (EM) 

algorithm [7]. 

b. Latent Dirichlet Allocation (LDA): LDA is frequently used in topic modeling, where it is 

assumed that subjects are mixtures of words and that documents are mixtures of topics. 

Documents can be grouped according to their underlying topics[8]. 

5. Grid-Based Clustering: 

a. Statistical Information Grid (STING): It creates a grid out of the data space and clusters the 

data according to statistical data in each grid cell. It is efficient for large datasets and allows 

for multi-resolution clustering [9]. 

b. CLIQUE (CLustering In QUEst): Combines grid-based and density-based approaches by 

identifying dense regions in a grid-based representation and clustering them[10]. 

6. Fuzzy Clustering: 

a. Fuzzy C-Means: Fuzzy clustering permits each data point to belong to numerous groups 

with different degrees of membership, in contrast to hard clustering techniques like K-Means. 

The overall weighted distance between the data points and the cluster centers is what the 
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algorithm seeks to minimize [11]. 

7. Spectral Clustering: 

It reduces dimensionality by using similarity matrix eigenvalues before using clustering 

algorithms like K-Means. It can effectively capture complicated structures in the data and is 

useful for clustering non-convex shapes. Every clustering technique has advantages and 

disadvantages of its own, and the best technique will rely on the particulars of the data as well 

as the analysis's objectives [12]. 

Clustering Advantages & Disadvantages [13] 

Clustering Advantages  

a. Unsupervised Learning: Since labelled data is not necessary for clustering, it can be used 

for exploratory data analysis in situations when labels are not available. 

b. Identifying Patterns: It assists in locating hidden structures and patterns in the data, which 

might produce insightful discoveries. 

c. Data Reduction: By putting related things together, clustering can simplify analysis and 

lessen the complexity of the data. 

c. Versatility: Applications for clustering can be found in many fields, including image 

processing, social network analysis, and market segmentation. 

d. Anomaly Detection: It can be applied to network security and fraud detection to find 

anomalies or outliers in the data. 

e. Data Summarization: By depicting data as a small number of clusters rather than a large 

number of individual points, clustering aids with data summarization. 

Clustering Disadvantages 

a. Determining the Number of Clusters: Numerous clustering algorithms, such as K-means, 

necessitate knowing the number of clusters ahead of time, which is frequently unknown. 

b. Scalability: When dealing with huge datasets, several clustering techniques struggle to scale 

and end up consuming a lot of computer power. 

c. Sensitivity to Initialization: Different results can be obtained using methods such as K-

means because of their sensitivity to the initial placement of centroids. Handling diverse 

Shapes and Sizes: Some algorithms, like K-means, may not work well with clusters of diverse 

shapes and sizes since they presume that the clusters are spherical. 

d. High Dimensionality: The curse of dimensionality, when distance measures lose 

significance, makes clustering in high-dimensional spaces difficult. 

e. Interpretability: In complex or high-dimensional datasets, the outcomes of clustering might 

occasionally be difficult to understand. 

f. Noise and Outliers: The quality of the clusters produced by clustering algorithms can be 

impacted by noise and outliers. 
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Examples of Specific Advantages and Disadvantages for Common Clustering Algorithms 

 

K-means: 

Advantages: It is easy to use, effective with big datasets, and performs best with spherically 

shaped, similarly sized clusters. 

Disadvantages: expects spherical clusters and calls for the specification of the number of 

clusters. It is also sensitive to initialization and outliers. 

Hierarchical Clustering: 

Advantages: Does not require the number of clusters to be specified, produces a dendrogram 

that is easy to interpret, and can find arbitrarily shaped clusters. 

Disadvantages: Computationally expensive, especially for large datasets, and sensitive to noise 

and outliers. 

DBSCAN: 

Advantages: It finds clusters of any shape, doesn't need the amount of clusters to be provided, 

and performs well with noise. 

Disadvantages: It struggles with high-dimensional data and clusters of different densities; 

parameter selection (epsilon and minPts) determines how well it performs. 

Gaussian Mixture Models (GMM): 

Advantages: It can be more adaptable than K-means and model clusters of various sizes and 

forms. It also offers probabilistic cluster assignments. 

Disadvantages: It is sensitive to initialization, computationally demanding, and requires the 

number of clusters to be supplied. 

Classification[14] 

Classification is a supervised machine learning method that uses a training dataset of 

observations with known class labels to predict the category or class label of fresh 

observations. Developing a model that correctly assigns class labels to novel, unseen examples 

is the main goal of categorization. This is extensively utilized in a number of industries, 

including marketing, healthcare, and finance. 

Classification Key Characteristics 

Supervised Learning: Labeled data is necessary for classification, meaning that every example 

in the training set has a known class label attached to it. 

Discrete Output: A discrete label, such as spam or not, or a multi-class label like several flower 

species, is the result of a classification model. 

Training and Testing: To gauge the model's performance, it is trained on a training dataset and 

tested on a testing dataset. 

Common Classification Algorithms 

1. Linear Models 
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a. Logistic Regression: Estimates probabilities using a logistic function and classifies 

observations based on a threshold [15]. 

b. Linear Discriminant Analysis (LDA): Finding a linear combination of features that 

distinguishes between classes is based on the assumption of normally distributed data and 

equal covariance matrices [16]. 

 

2. Tree-Based Models 

a. Decision Trees: Based on feature values, it divides the data into subsets and creates a tree 

with a class label for each leaf [17]. 

b. Random Forests: a group of decision trees that, by reducing overfitting and averaging 

predictions, increase classification accuracy [18]. 

c. Gradient Boosting Machines (GBM): builds a sequential ensemble of weak learners—

typically decision trees—to increase prediction accuracy [19]. 

3. Support Vector Machines (SVM) 

In order to maximize the margin between classes, it locates the ideal hyperplane in the feature 

space that divides the classes [20]. 

 

4. Neural Networks 

a. Multilayer Perceptrons (MLP): Feed forward neural networks with one or more hidden 

layers that learn complex decision boundaries [21]. 

b. Convolutional Neural Networks (CNN): Specialized neural networks for image 

classification that use convolutional layers to detect spatial hierarchies [22]. 

5. Bayesian Methods 

a. Naive Bayes: Assumes feature independence and uses Bayes theorem to compute class 

probabilities [23]. 

6. Instance-Based Learning 

a. KNN (K-Nearest Neighbors): It categorizes fresh occurrences according to the training set's 

closest neighbors' majority class [24]. 

 

Applications of Classification 

a. Spam Detection: Emails are categorized as spam or not using spam detection. 

b. Medical diagnosis: It is the process of determining, via medical records, whether a patient 

has a particular illness. 

c. Image Recognition: Identifying objects, faces, or scenes in images. 

d. Sentiment Analysis: Classifying text as positive, negative, or neutral sentiment. 

e. Credit Scoring: Based on financial history, it forecasts if a loan applicant is likely to default. 

Classification Advantages 

a. Predictive Power: Can make accurate predictions and classifications based on historical 
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data. 

b. Wide Applicability: Useful in various domains and for different types of data (text, images, 

and numerical data). 

c. Performance Metrics: Provides clear performance metrics such as accuracy, precision, 

recall, and F1-score for evaluation. 

Classification Disadvantages 

a. Requires Labeled Data: It requires a significant amount of labeled data, which can be 

expensive and time-consuming to collect. 

b. Overfitting: Particularly if the model is overly complicated in comparison to the volume of 

training data, models may over fit the training set. 

c. Bias and Variance Tradeoff: It might be difficult to strike the correct balance between 

variance (overfitting) and bias (underfitting).Some classification models, especially complex 

ones like deep neural networks, can be hard to interpret. 

Accuracy improvement methods for clustering / Classification 

Improving the accuracy of clustering involves refining various aspects of the clustering 

process. Here are some effective methods: 

1. Feature Selection & Feature Engineering 

Techniques like feature engineering and selection are essential for raising the precision of 

machine learning models. Let’s break down each aspect: 

Feature Selection 

Feature selection involves choosing the most relevant features (variables) from your dataset to 

use in model training [25]. It helps in: 

1. Reducing Overfitting: Reducing the number of partially relevant or irrelevant features in the 

model lowers its complexity and helps avoid overfitting. 

2. Improving Accuracy: The model's performance by concentrating on its most informative 

elements. 

3. Reducing Training Time: Fewer features mean less data to process, leading to faster training 

times. 

4. Enhancing Interpretability: Less feature-rich models are frequently simpler to understand. 

 

Common Techniques for Feature Selection: 

Feature Selection methods 

In order to increase machine learning model performance and reduce dimensionality, feature 

selection is essential. Here are a few popular techniques for choosing features: 
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1. Filter Methods 

Statistical Tests: It evaluates each attribute's statistical significance with respect to the target 

variable. 

Chi-Square Test: It evaluates how independent categorical features are from the target. 

ANOVA (Analysis of Variance): The means of continuous features from various classes are 

compared. 

Mutual Information: It Measures the dependency between features and the target variable. 

Correlation Analysis: Remove features that are highly correlated with each other to avoid 

redundancy. 

Pearson Correlation Coefficient: Measures linear correlation between features. 

Spearman’s Rank Correlation: Measures monotonic relationships between features. 

Variance Threshold: Remove features with low variance because they contribute little to 

distinguishing between classes. 

2. Wrapper Methods 

RFE (Recursive Feature Elimination): Based on the performance of the model, iteratively 

creates models and eliminates the least important elements. 

RFE with Cross-Validation: Incorporates cross-validation to ensure feature selection is robust. 

Forward Selection: adds features one at a time, starting without any, until the model performs 

as well as possible. 

Backward Elimination: Starts with all features and removes the least significant features 

iteratively. 

Bidirectional Elimination: Combines forward and backward selection methods to optimize 

feature subsets. 

3. Embedded Methods 

Embedded methods for accuracy improvement integrate feature selection or feature extraction 

directly within the model training process. By choosing or weighting the most pertinent 

characteristics during model training, these techniques are very good at increasing the 

accuracy of machine learning models. Here’s a detailed look at how embedded methods can 

be used to improve accuracy: 

Embedded methods 

1. Regularization Techniques 

It involves adding a penalty to the loss function to discourage complex models, which can also 

help in feature selection: 

a. L1 Regularization (Lasso): This adds an absolute value penalty to the loss function, which 

can drive some feature weights to zero. Features with zero weights are effectively removed 

from the model, leading to a simpler and potentially more accurate model. 
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b. L2 Regularization (Ridge): This adds a squared value penalty to the loss function, which 

can shrink the feature weights. Although it doesn’t perform feature selection by itself, it helps 

in reducing overfitting and improving generalization. 

c. Elastic Net: It balances feature selection (L1) and regularization (L2) by combining L1 and 

L2 regularization. 

2. Tree-Based Methods 

Tree-based algorithms inherently perform feature selection: 

a. Decision Trees: During the construction of decision trees, the algorithm selects features that 

best split the data. Features that are less informative are not used, thus inherently performing 

feature selection. 

b. Random Forests: Using randomized feature subsets, Random Forests construct several 

decision trees. The degree to which a feature enhances the nodes' purity throughout all trees 

determines how important it is. 

c. Gradient Boosting Machines (GBM): GBMs, including XGBoost, LightGBM, and 

CatBoost, use trees as base learners. They also calculate feature importance based on how 

much each feature contributes to reducing the error across the boosting iterations. 

3. Embedded Feature Selection Methods 

Some machine learning algorithms include built-in feature selection: 

a. LASSO Regression: In linear models, LASSO regression includes an L1 regularization 

term, which encourages sparsity and can perform feature selection by setting some coefficients 

to zero. 

b. Embedded Feature Selection in Neural Networks: Neural networks can include feature 

selection as part of the training process. Techniques like dropout can act as a form of 

regularization, and layer-wise feature importance can be analyzed. 

4. Feature Weighting in Linear Models 

Linear models with embedded feature selection focus on assigning weights to features during 

training: 

a. Feature Weighting in SVMs: Support Vector Machines (SVMs) with a regularization term 

can implicitly select relevant features by assigning higher weights to those that best contribute 

to the margin. 

b. Linear Discriminant Analysis (LDA): LDA can be applied to feature selection and 

dimensionality reduction by projecting data onto a lower-dimensional space that maximizes 

separability across classes. 

5. Autoencoders and Neural Networks 

Autoencoders can learn compact representations of the data: 

Autoencoder-Based Feature Extraction: Train an autoencoder to compress data into a lower-

dimensional representation. Features that contribute significantly to reconstruction are 
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considered important, and this compact representation can then be used for further model 

training. 

6. Feature Importance Analysis 

Feature importance metrics can guide feature selection: 

a. Permutation Importance: quantifies the drop in model accuracy that occurs when a feature's 

values are shuffled at random. This makes it easier to comprehend how important each 

characteristic is to the functionality of the model. 

b. SHAP (SHapley Additive exPlanations): It offers a consistent, game-theoretic measure of 

feature importance that may be used to identify and comprehend the most significant features. 

Practical Considerations 

a. Model Choice: Choose models that inherently support feature selection if interpretability 

and feature importance are crucial. For instance, tree-based methods are known for their built-

in feature importance metrics. 

b. Feature Engineering: Even with embedded methods, preprocessing and feature engineering 

can still be essential. Combining embedded methods with good feature engineering practices 

often yields the best results. 

c. Evaluation Metrics: To determine how feature selection affects accuracy, use relevant 

metrics to analyze the model's performance, such as accuracy, precision, recall, F1 score, and 

area under the ROC curve (AUC-ROC). 

By incorporating embedded methods into the model training process, you can often achieve 

more accurate models by focusing on the most relevant features, reducing overfitting, and 

improving generalization. 

Feature Engineering 

To improve model performance, feature engineering entails adding new features or altering 

already-existing ones [26]. It includes: 

1. Creating New Features: obtaining fresh characteristics from current data (e.g., combining 

features, polynomial features). 

2. Transforming Features: Changing features using mathematical manipulations (e.g., 

normalization, standardization, log transformations). 

3. Encoding Categorical Features: use methods like ordinal encoding or one-hot encoding to 

convert category data into numerical format. 

4. Handling Missing Values: Imputing missing values or creating indicators for missingness. 

Common Techniques for Feature Engineering 

1. Domain Knowledge: Utilize domain-specific knowledge to create meaningful features (e.g., 

aggregating user behavior data in an e-commerce context). 

2. Interaction Features: Create features that capture interactions between different variables 

(e.g., product of two features). 



1405 Maradana Durga Venkata Prasad et al. Global Mean Based nearest Feature object...                                                                                              
 

Nanotechnology Perceptions Vol. 20 No. S8 (2024) 

3. Binning: Transform continuous features into categorical bins (e.g., age ranges). 

4. Dimensionality Reduction: Utilize methods such as Principal Component Analysis (PCA) 

to minimize the quantity of characteristics while preserving the majority of the variation. 

Combining Both Approaches 

Feature selection and feature engineering are often used in tandemFeature selection is used to 

extract the most pertinent features from the newly engineered set after feature engineering has 

created or transformed features. To increase the precision and effectiveness of machine 

learning models, feature engineering and feature selection are both essential. By assisting in 

making sure that models are trained on the most pertinent and helpful data, they contribute to 

improved performance and more insightful outcomes. 

2. Scaling and Normalization 

Normalize Data: Standardize features so that they have similar scales, especially if using 

distance-based algorithms like K-Means. 

Transform Data: Apply transformations such as log, square root, or Box-Cox to handle skewed 

distributions. 

Scaling 

When employing distance-based clustering algorithms like K-Means or hierarchical 

clustering, scaling is a crucial stage in the clustering process. In order to prevent features with 

bigger scales from dominating the distance calculations, proper scaling guarantees that all 

features contribute equally to the clustering process. 

Scaling methods and considerations for clustering [27]: 

1. Standardization (Z-Score Normalization) 

Method: Features should be transformed to have a standard deviation of one and a mean of 

zero. 

Formula: 

 

Where sigma σ is the standard deviation, μ is the feature mean, and x is the feature value. 

When to Use: 

a. Useful when features have different units or scales. 

b. Commonly used with algorithms like K-Means, PCA, and hierarchical clustering. 

2. Min-Max Scaling (Normalization) 

Method: Rescale features to a fixed range, typically [0, 1]. 

Formula: 
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Where the values xmin, xmax, and x are the minimum and maximum of the original feature 

value, x. 

When to Use:  

a. Suitable for algorithms that assume data is bounded, like neural networks and some 

clustering algorithms. 

b. Not ideal for data with outliers as it compresses the range of feature values. 

3. Robust Scaling 

Method: Scale features based on statistics that are robust to outliers. 

Formula: 

 

Where IQR is the Interquartile Range (75th percentile - 25th percentile). 

When to Use: 

a. Useful when data contains outliers. 

b. Provides a more stable scaling compared to standardization when outliers are present. 

4. MaxAbs Scaling 

Method: Scale features by their maximum absolute value, transforming data to be in the range 

[-1, 1]. 

Formula: 

 

When to Use: 

a. Suitable for sparse data (e.g., in text processing). 

b. Preserves the sparsity of the data. 

5. Log Transformation 

Method: Apply a logarithmic transformation to reduce skewness in data. 

Formula:                                          x′=log⁡(x+1) 
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Adding 1 prevents issues with taking the log of zero. 

When to Use: Useful for data with exponential growth or highly skewed distributions. 

6. Power Transformation 

Method: To stabilize variance and improve the Gaussian appearance of the data, apply 

transformations such as the Box-Cox or Yeo-Johnson transformations. 

Formula: 

 

Yeo-Johnson: An extension of Box-Cox that works for both positive and negative values. 

When to Use: Suitable for data that is not normally distributed and needs variance stabilization. 

7. Quantile Transformation 

Method: Features are transformed to have a normal or uniform distribution. 

Formula: uses quantiles to map the features to a uniform or normal distribution. 

When to Use: Useful for transforming data to a desired distribution, especially when the 

original data distribution is unknown or non-normal. 

8. Unit Vector Scaling 

Method: Scale each feature vector to have a unit norm. 

Formula: 

 

Where ∥x∥ is the norm of the vector. 

When to Use: Ideal for cosine similarity-based techniques and K-Means algorithms, which are 

sensitive to the size of the feature vectors. 

Choosing the Right Scaling Method 

a. Understand Your Data: Consider the distribution, presence of outliers, and scale of your 

features. 

b. Algorithm Requirements: Some clustering algorithms (e.g., K-Means) are sensitive to 

feature scales, while others (e.g., DBSCAN) are less so. 

c. Domain Knowledge: Use domain expertise to select scaling methods that preserve the 

meaningful structure of your data. In addition to ensuring that each feature contributes to the 

clustering process in an acceptable manner, proper scaling can produce clustering results that 
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are more accurate and useful. 

 

3. Choosing the Right Algorithm 

It depends on Algorithm Suitability and Algorithm Tuning. 

Algorithm Suitability: Choose an algorithm that fits the nature of your data. For instance, K-

Means assumes spherical clusters, while DBSCAN can handle clusters of arbitrary shapes. 

Algorithm Tuning: Modify variables like the epsilon parameter in DBSCAN or the number of 

clusters in K-Means. 

Algorithm Suitability  

It is based on the Shapes of different clustering algorithms. Different clustering algorithms 

have different assumptions about the shapes and structures of clusters they can identify. Here’s 

a breakdown of various clustering algorithms and the types of cluster shapes they are best 

suited to detect: 

1. K-Means Clustering 

Shape: Spherical (Globular) Clusters 

Details: K-Means makes the spherical, equal-size cluster assumption. By minimizing the 

variance within each cluster, it seeks to divide the data into k clusters. It functions best in 

compact, uniformly sized clusters. 

Limitations: Struggles with non-spherical clusters, clusters with varying sizes, or clusters with 

different densities. 

2. DBSCAN (Density-Based Spatial Clustering of Applications with Noise) 

Shape: Arbitrary Shapes 

Details: Based on the density of data points, DBSCAN finds clusters. Points in sparse regions 

are marked as noise, whereas points that are closely spaced together are grouped together. 

Clusters of any size and shape can be handled by it. 

Limitations: Sensitive to the choice of parameters (epsilon and min_samples). May struggle 

with varying densities. 

3. Hierarchical Clustering (Agglomerative and Divisive) 

Shape: Arbitrary Shapes 

Details: By dividing bigger clusters (divisive) or merging smaller clusters (agglomerative), 

hierarchical clustering creates a hierarchy of clusters. It can handle clusters of any shape and 

does not presuppose any particular cluster shape. 

Limitations: Computationally intensive, especially for large datasets. May have difficulty with 

clusters of widely varying densities. 
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4. Gaussian Mixture Models (GMM) 

Shape: Elliptical 

Details: According to GMM, data points are produced by combining a number of Gaussian 

distributions with various covariances and means. It is most effective for elliptical-shaped 

clusters. 

Limitations: Assumes that clusters follow Gaussian distributions, which may not be true for 

all data. 

5. Mean Shift 

Shape: Arbitrary Shapes 

Details: Mean Shift identifies clusters by shifting a kernel (e.g., a Gaussian kernel) to the mode 

of the dataIt can handle clusters of any size and shape and doesn't assume any particular shape. 

Limitations: Computationally expensive and requires choosing the bandwidth parameter 

carefully. 

6. Spectral Clustering 

Shape: Arbitrary Shapes 

Details: Prior to using a clustering technique like K-Means, spectral clustering does 

dimensionality reduction using the eigenvalues of a similarity matrix. It is able to identify 

groups of intricate structures and forms. 

Limitations: computationally demanding and maybe dependent on the selection of the 

similarity matrix. 

7. Affinity Propagation 

Shape: Arbitrary Shapes 

Details: It is not necessary to predetermine the number of clusters when using affinity 

propagation. It can handle clusters of any shape and recognizes clusters based on messages 

passing between data points. 

Limitations: It can be computationally intensive and sensitive to parameter settings. 

8. BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) 

Shape: Spherical and Some Arbitrary Shapes 

Details: BIRCH builds a tree structure (CF tree) to summarize the data and performs clustering 

on the resulting clusters. It can handle clusters of varying sizes but assumes clusters are 

relatively spherical. 

Limitations: May have difficulties with very irregular shapes. 

9. OPTICS (Ordering Points to Identify the Clustering Structure) 

Shape: Arbitrary Shapes 

Details: OPTICS is an extension of DBSCAN that handles varying densities and creates a 
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reachability plot to identify clusters of varying shapes and sizes. 

Limitations: It can be complex to interpret and sensitive to parameter settings. 

10. HDBSCAN (Hierarchical DBSCAN) 

Shape: Arbitrary Shapes 

Details: HDBSCAN extends DBSCAN by first building a hierarchy of clusters and then 

selecting the most appropriate clusters from this hierarchy. It can handle clusters of varying 

densities and shapes. 

Limitations: Requires careful parameter tuning but is robust to noise and varying densities. 

4. Dimensionality Reduction 

It consists of three techniques. They were 

a. Principal Component Analysis (PCA). 

b. t-Distributed Stochastic Neighbor Embedding (t-SNE). 

c. LDA (Linear Discriminant Analysis). 

PCA (Principal Component Analysis): Reduce dimensionality to simplify the clustering 

problem while preserving variance [29]. 

t-SNE (t-Distributed Stochastic Neighbor Embedding): It is helpful for reducing 

dimensionality while maintaining local organization in the data (mostly used for visualization) 

or for showing high-dimensional data in 2D or 3D[30]. 

LDA (Linear Discriminant Analysis): It determines which linear combination of features best 

distinguishes between various classes. 

5. Handling Noise and Outliers 

Outlier Detection: Remove outliers that can skew clustering results. 

Robust Algorithms: Use algorithms like DBSCAN that are less sensitive to noise and outliers. 

6. Distance Measures 

The distance metric used in clustering can have a big influence on the outcomes. 

Commonly used distance metrics: 

Euclidean Distance 

Definition: The straight-line distance in Euclidean space between two places is measured as 

the Euclidean distance. 

Formula: In a 2-dimensional space for points (x1,y1) and (x2,y2), Euclidean distance is given 

by:  
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Manhattan Distance (L1 Norm) 

Definition: The Manhattan distance, which is a grid-based method that quantifies the 

separation between two sites, such as city blocks, is sometimes referred to as the L1 distance 

or the taxicab distance. Because it approximates the distance a taxicab would travel on a grid 

of streets like Manhattan in New York City, it is known as the Manhattan distance. 

Formula: In a two-dimensional space, for points (x1,y1) and (x2,y2), the Manhattan distance 

is given by: 

 

Minkowski Distance 

Definition: A generalization of Manhattan distance and Euclidean distance is called 

Minkowski distance. It can be adjusted to accommodate different types of distance 

measurements depending on the value of a parameter p. This makes it a versatile metric for 

various applications. 

Formula: In an n-dimensional space, for points (x1,x2,…,xn) and (y1,y2,…,yn), the 

Minkowski distance d is defined as: 

 

Cosine Distance 

Definition: A metric called cosine distance is used to compare and contrast two non-zero 

vectors, frequently in high-dimensional spaces, to ascertain how similar or unlike they are. It 

is frequently utilized in applications related to machine learning, information retrieval, and 

text analysis. Unlike distance metrics that rely on the magnitude of vectors, cosine distance 

focuses on the orientation or angle between vectors, making it useful for comparing the 

direction rather than the length. 

Formula: It is the similarity between two vectors A and B is given by: 
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Jaccard Distance 

Definition: It is a measure of dissimilarity between two sets. It is commonly used in fields like 

data mining, machine learning, and information retrieval, particularly when working with 

binary or categorical data. 

Formula: For two sets A and B, the Jaccard similarity J is defined as: 

 

Where: 

∣A∩B∣| is the number of elements in the intersection of A and B, 

∣A∪B∣| is the number of elements in the union of A and B. 

Hamming Distance 

Definition: Hamming distance is a measure of the difference between two strings of equal 

length, representing the number of positions at which the corresponding symbols differ. It is 

particularly useful for tasks involving error detection and correction, as well as for comparing 

sequences or strings in various applications. 

Formula: 

 

Mahalanobis Distance 

Definition: The Mahalanobis distance quantifies the separation between a point and a 

distribution while taking the data set's correlations into account. Unlike Euclidean distance, 

which assumes all dimensions are uncorrelated and have the same scale, Mahalanobis distance 

accounts for correlations between variables and different scales of measurement. This makes 

it particularly useful in multivariate analysis. 
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Formula:  

 

 

Chebyshev Distance 

Definition: The greatest difference between the coordinates of two points in a space is called 

the Chebyshev distance, which is also referred to as the maximum metric or L∞ distance. It 

bears the name Pafnuty Chebyshev after the Russian mathematician. 

Formula: For 2 points x=(x1,x2,…,xn) and y=(y1,y2,…,yn) in an n-dimensional space, the 

Chebyshev distance d is defined as: 

 

 

Canberra Distance 

Definition: It is a metric used to measure the dissimilarity between two points in a space, 

especially useful in cases where the data can have varying scales or where some values are 

very small. It is sensitive to small values and can highlight relative differences between points. 

Canberra distance is often applied in fields such as ecology, bioinformatics, and data analysis. 
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Formula: For 2 points x=(x1, x2,…, xn) and y=(y1,y2,…,yn) in an n-dimensional space, the 

Canberra distance D is defined as: 

 

Where x and y are points in the space, and 𝑥𝑖 and   are the coordinates of the points in 

dimension i. 

Bray-Curtis Distance 

Definition: It is a metric used to quantify the dissimilarity between two samples based on their 

composition, commonly used in ecology and community ecology. It measures how different 

two samples are in terms of their abundance of various species or features. 

Formula: The Bray-Curtis distance D between two samples A and B is given by: 

 

Where 

a. ai and bi are the abundances of the i-th species in samples A and B, respectively. 

b. The numerator represents the sum of the absolute differences between the abundances of 

each species. 

c. The denominator is the sum of the total abundances in both samples. 

7. Cluster Evaluation and Validation [34] 

Internal Validation: Use metrics like Silhouette Score, Davies-Bouldin Index, or Within-

Cluster Sum of Squares to assess clustering quality. 

External Validation: Compare clustering results to known labels using metrics like Adjusted 

Rand Index or Normalized Mutual Information. 

8. Initialization Methods 

Improved Initialization: For algorithms like K-Means, use methods like K-Means++ for better 

initialization of cluster centroids to avoid poor convergence [34]. 

9. Ensemble Methods 

Cluster Ensembles: To increase accuracy and resilience, it combines the output of several 

clustering methods or iterations of the same algorithm[35]. 

10. Advanced Techniques 

Hybrid Approaches: Combine different clustering methods or integrate clustering with 

supervised learning techniques for improved accuracy [36]. 
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Deep Learning Approaches: Utilize neural network-based methods for clustering, such as 

autoencoders or deep clustering techniques [37]. 

11. Iterative Refinement 

Re-clustering: Iteratively refine clusters by re-evaluating and adjusting parameters or features 

based on initial results. By systematically applying these methods and tuning them according 

to your specific dataset and goals, you can significantly improve the accuracy of your 

clustering results 38]. 

Confusion matrix 

An essential tool in statistics and machine learning for assessing a classification model's 

performance is a confusion matrix. It offers a thorough analysis of the degree to which the 

model's predictions agree with the actual labels, including information about the different 

kinds of mistakes the model may have made [39]. 

Components of a Confusion Matrix 

For a binary classification problem, a confusion matrix typically includes the following 

components: 

True Positives (TP): How many times the positive class was accurately predicted by the model. 

True Negatives (TN): The quantity of cases in which the model predicted the negative class 

with accuracy. 

False Positives (FP): The quantity of cases where the model predicted the positive class 

erroneously—that is, when it predicted a positive class while the actual class was negative. 

False Negatives (FN): The quantity of cases where the model predicted the negative class 

erroneously—that is, when it predicted a negative class while the actual class was positive. 

The table 1 below depicts the organization of components of a 2x2 confusion matrix. 

Table 1: Organization of components of a 2x2 confusion matrix 
 Predicted Positive Predicted Negative 

Actual Positive TP FN 

Actual Negative FP TN 

Metrics Derived from the Confusion Matrix 

Several important performance metrics can be calculated from a confusion matrix: 

1. Accuracy: the percentage of cases that were correctly classified out of all the instances. 

Accuracy= (TP + TN) / (TP+TN+FP+FN) 

2. Precision (Positive Predictive Value): the percentage of optimistic forecasts that come true. 

Precision = TP / (TP+FP) 

3. Recall (Sensitivity or True Positive Rate): the percentage of true positives that the model 

successfully detected. 

Recall = TP / (TP+FN) 
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3. F1 Score: The precision and recall harmonic mean, which offers a single measure that strikes 

a compromise between the two issues. 

F1 Score = 2* ((Precision *Recall)/( Precision + Recall)) 

4. Specificity (True Negative Rate): the percentage of real negatives that the model properly 

recognized. 

Specificity = TN/ (TN+FP) 

5. False Positive Rate: percentage of negatives that were mistakenly categorized as positives. 

False Positive Rate = FP / (FP + TN) 

6. False Negative Rate: the percentage of positive results that were mistakenly labeled as 

negative. 

False Negative Rate = FN / (FN + TP) 

 

2. Literature Survey  

This survey consists of various Methods of feature selection & feature engineering methods. 

The right creation of the features is important to improve the accuracy and efficiency along 

with the feature selection. Table 2 depicts the feature selection methods and its sub methods. 

Table 3 show feature creation methods and its sub methods details. 

Table 2: Methods of Feature selection and its sub methods 
Feature Selection 

Methods 

Sub Feature selection Methods Sub Sub Feature selection Methods 

Filter Method[40] Statistical Tests  

Chi-Square Test  

ANOVA (Analysis of Variance)  

Mutual Information  

Pearson Correlation Coefficient  

Spearman’s Rank Correlation  

Variance Threshold  

Correlation Analysis  

Wrapper Method[41] Recursive Feature Elimination (RFE):  

RFE with Cross-Validation  

Forward Selection  

Backward Elimination  

Bidirectional Elimination  

Embedded 

Method[42] 

Regularization Techniques L1 Regularization (Lasso 

L2 Regularization (Ridge):  

Elastic Net 

Tree-Based Methods Decision Trees 

Random Forests 
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Gradient Boosting Machines (GBM) 

Embedded Feature Selection Methods LASSO Regression 

Embedded Feature Selection in 

Neural Networks 

Feature Weighting in Linear Model Feature Weighting in SVMs 

Linear Discriminant Analysis (LDA 

Autoencoder-Based Feature Extraction  

Feature Importance Analysis Permutation Importance 

SHAP (SHapley Additive 

explanations 

Table3: Common Techniques for Feature Engineering 
Methods of Feature Engineering Sub Selection Method 

Feature Engineering [43] Domain Knowledge 

Interaction Features 

Binning 

Dimensionality Reduction 

Table 3: Details of feature Engineering methods and its sub methods 

Research Gap 

Combining the Feature selection & Feature Engineering to improve the accuracy of the model. 

 

3. Proposed Algorithm 

The proposed algorithm is used to find the best features and apply Global Mean Based nearest 

Feature object Value Selection with Feature creation Method on it to improves the accuracy 

of the any clustering algorithm.  

Algorithm steps 

1. Take a data set. (Example iris data set).  

2. Count the instances / records (X) present in the dataset as “N”. 

3. Calculate the mean of all columns / features (Feature1_mean, Feature2_mean, ----, 

Featuren_mean) 

4. Calculate the global mean from Individual means of all features of a dataset. 

Feature1_mean= (Feature1_object1+ Feature1_object2+ ----+Feature1_objectn) /N 

Feature2_mean =(Feature2_object1+ Feature2_object2+ ----+ Feature2_objectn)/N 

And soon 

Featuren_mean =(Featuren_object1 + Featuren_object2+ ----+Featuren_objectn)/N 

Global mean = (Feature1_mean+ Feature2_mean+ ------ Featuren_mean)/N 
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5. Compute a feature (Global mean nearest value) using the Global mean nearest value method. 

Nearest value= Value near to the Global mean for a instance or row of the data set 

Nearest_value1= A value from one of the feature which is nearer to the Global mean for 

instance1 or Row 1(Feature1_object1, Feature2_object1, Feature3_object1, --------

,Featuren_object1)  

Nearest value2 = A value from one of the feature which is nearer to the Global mean for 

instance2 or Row2 (Feature1_object2, Feature2_object2, Feature3_object2,  

Featuren_object2) 

And soon 

Nearest valuen = A value from one of the feature which is nearer to the Global mean for 

instancen or Rown (Feature1_objectn, Feature2_objectn, Feature3_objectn, Featuren_objectn) 

6. Choose a proper seed for the Kmeans Clustering Algorithm and apply on the data set. 

7. Run the clustering Algorithm by selecting different combination of features.  

Note:  

1. The Best combination Features will give the best accuracy for the model along Global Mean 

Based nearest Feature object Value Selection with Feature creation Method. 

2. The table 4 below shows Global Mean Based nearest Feature object Value Selection with 

Feature creation Method reference table. 

Table4: Global Mean Based nearest Feature object Value Selection with Feature creation 

Method 
Feature1 Feature2 Feature3 --- Featuren Global mean nearest 

value 

Feature1_object1 Feature2_object1 Feature3_object1  Featuren_object1 Nearest_value1 

Feature1_object2 Feature2_object2 Feature3_object2  Featuren_object2 Nearest_value2 

Feature1_object3 Feature2_object3 Feature3_object3  Featuren_object3 Nearest_value3 

      

      

Feature1_objectn Feature2_objectn Feature3_objectn  Featuren_objectn Nearest_valuen 

 

4. Results 

The results are generated by using python programming language using Anaconda Tool. The 

Table 5 depicts comparison of kmeans with, without along with Global Mean Based Nearest 

Feature object Selection, creation Method accuracy improvement. 

Table 5: Results of Global Mean Based nearest Feature object Value Selection with Feature 

creation Method 
Clustering Algorithm Accuracy 

Kmeans Without Seed Output Varies  

Kmeans With Best Seed 0.96 

Global Mean Based Nearest Feature Object Selection, 

Creation Method  With Kmeans With Best Seed  

0.9733333333333334 
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5. Conclusions 

Clustering is used to group the data. But the accuracy of the clustering always depends on the 

feature section and feature engineering methods. The Global Mean Based Nearest Feature 

objects Selection, creation Method with Kmeans with seed increase the accuracy of the model. 
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