Nanotechnology Perceptions
ISSN 1660-6795
Www.nano-ntp.com

Chronological Evolution: Development
and ldentification of a Marathi
Handwritten Character Dataset Using
Deep Learning

Shazid Wahid Khandakhani?, Sachikanta Dash?, Sasmita Padhy?,
Rabinarayan panda!

'Department of CSE, GIET University, India
2School of Computing Science and Engineering, VIT Bhopal University, India
Email:-shazidwahid.khandakhani@giet.edu

There is a level of saturation obtained about Online or Printed character recognition about Indian
script. Comparing the research of different Indian languages obtained yet a few researches has been
done for Marathi characters. There are still more research remains valid while recognizing
handwritten Marathi script. To overcome these challenges a proper dataset is required for
experimentation. The handwritten data collected from various Marathi writers. There are four
process carried out to generate dataset i.e. data collection, Pre-processing, Segmentation and
classification. Data is collected from different sources like school and college students, village
people and small children from Indian Anganwadi centres etc. After collection it is arranged them
into different age groups, gender and education level. In pre-processing selection of image, noise
removal, normalization, conversation of grey scale to binary image, then converted binary images
to inverted images. In this paper we have focused only handwritten simple characters that included
vowels, consonants, numbers and special characters. We have created 100000 of character data of
different varieties compared with other availability dataset and to find its better accuracy we have
used “deep learning approach of keras like InceptionV3 and Resnet with different batch size and its
epoch level and find its accuracy. We obtain an accuracy of 83.42% for the used model for our
collected dataset. Our handwritten data is available publically and it will be useful for the researcher
to continue their future research work and for the time being it can be available on request.

KeyWOFdS: Marathi Simple Characters, VGG annotation, Bounding box, Threshold, Binary
image, Inverted Images, Deep learning, InceptionV3, Resnet

1. Introduction

An estimated 300 million people in India speak languages written in the Devanagari script,
including the official language Hindi as well as Marathi, Sindi, Nepali, Sanskrit, and Konkani.
The two most widely used languages written using the Devanagari script are Hindi and
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Marathi. Although Maharashtra, one of India's largest states, uses Marathi as its official
language, efforts to improve handwriting character recognition for Indian languages have been
slow. Automated computer translation of scanned images of handwritten, typewritten, or
printed text into machine-encoded text is known as optical character recognition (OCR). Over
the past few decades, numerous academics have focused on optical character recognition
(OCR), one of the most significant areas of pattern recognition. Creating an optical character
recognition (OCR) system calls for substantial R&D efforts. Though many academics have
focused on the topic for years, the end goal of optical character recognition (OCR) for Indic
scripts in particular is to have computers read, edit, and process characters automatically
without human interaction, much like a human reader. To this day, it's still a fascinating and
difficult problem in pattern recognition. The adaptation of a person's writing makes the
Marathi offline handwritten character identification an extremely challenging operation.
Pattern recognition and computer vision are in the early stages of developing technology for
handwriting recognition. The adaptation of a writer's style, strokes, and postures to their mood
and behavior while writing makes offline handwritten character recognition a challenging task;
as a result, there should be a larger quantity of handwritten images included in the training and
testing datasets. There are several Marathi news datasets, such as C100, WikiAnn,
Samandntar, Belebel, IndicGie, X-Fact, Dakshina, and IndiclTS, but only a small number of
handwritten datasets, such as MODI-HHDOC, MOLD, and DHCD, are available to the public.
Some of the dataset is created combination of Indian script[1-5]. Till now there is no bench
mark of dataset available and not created yet. There are few data set which are experimental
based on curvature features of handwriting style, F-ration based weighted feature extraction,
Kohnonen neural networks and multi font for Marathi simple characters[7-8]. This paper
mainly focuses on

o Users data which is restricted to research purpose only
o No redistribution data set is allowed
o Dataset can be portioned into train and testing as per the requirement

The Marathi Characters:

Marathi alphabet consists of 48 letters, including 12 vowels ,36 consonants and 10 numerals.
The alphabet in Marathi are called VVernamala and are written in the Devanagari script, which
consists of 16 vowels and 36 constants [1,3,5] making of 52 letters. Currently Marathi is using
the Balbodth Script. The vowels are called Barakhadi(Fig 2 ).

FAMT SIS kT T sl

[¢] [a] [ [&] [u] [w] [d] [e] [ai] [o] [ou]

Fig 2: Marathi Vowels

(i) Marathi Vowels or Barakhadi (Fig 2) modifiers have a crucial role in Marathi script. There
is a central component (core), a top component, and a bottom component to the Marathi
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language. Every character, punctuation mark, and special symbol is located in the core
component, while the top and bottom parts only provide swar modifiers and diacritical signs.
The "shirorekha" (top line) separates the central part from the upper part. At the end of each
sentence or phrase, a vertical line is utilized to indicate a purnaviram, which means full stop
[5-6].

(it) Marathi Consonants

Marathi Consonants (Fig 3) has its own set of consonant characters along with their
transliteration in the Latin script. There are basic consonant characters used in Marathi script.
Each consonant typically represents a single sound and additional characters or modifications
can be used to represent variations in pronunciation or combined sounds. Marathi consonant
characters can be classified into several type based on their pronunciation and manner of
articulation. Here are the main types of Marathi consonants characters.

E3) g 7 ] s H B S

ka kha ga gha na ca cha ja
[ka] [k"a] [92] [gf2] [na] [tea/tsa] [te"a] [dza/dza]
T T T T T T U 4
jha na ta tha da dha na ta

[dz"2/dz"2]  [na] (t2] ["2] [d2] [d%] [n2] [t2]
g T g T T ® ¥ 9

tha da dha na pa pha ba bha
[t"2] [do]  [d%]  [na] [pa]  [p"/f2]  [ba] [b%]

qH q X9 9 A ¥ Hq

ma ya ra la va $a sa sa

[m2] (2] [r2] [12] [v2] (2] [52] [52]
T & # A
ha la ksa dnalina
[R2] [l2] [kea/ksa] [drYa]
Fig 3: Marathi consonants
Types of Consonants:
(i) Gutteral consonants

These consonants are pronounced using the back of the tongue against the soft plate or the
throat.

$ (ka), W (kha), T (ga), 9 (gha), S (na)
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(i) Palatal consonant

These consonants are articulated using the middle part of the tongue against the hard palate
d (ca), ® (cha), M (ja), = (jha), =l (fa)

(iii))  Cerebral Consonants

These consonants are pronounced with the tongue curled back and touching the roof of the
mouth (cerebrum).

< (ta), S (tha), S (da), @ (dha), UT (na)

(iv) Dental Consonants

These consonants are articulated with the tongue against the upper teeth or the alveolar ridge
d (ta), ¥ (tha), @ (da) , ¥ (dha), - (na)

(V) Labial Consonants

These consonants are formed by the lips coming together or contacting.
U (pa), ¥ (pha), d (ba), H (bha), H (ma)

(vi) Sibilant Consonants

These consonants produce a hissing or sibilant sound

Y (ya), X (ra), o (la), d (va), X (sa), ¥ (sa), ¥ (sa), & (ha)

(iii) Marathi Digits:

In Marathi script (Devanagari), the digits (numbers) are represented similarly to how they are
in Hindi and other languages using the Devanagari script. Here are the Marathi digits (Fig 3)
along with their transliterations:

There are 10 Marathi digits as shown in Fig. 4

o 9 2 3 4 “ & 9
PG LG A T d9 "R g " T A
sSan'ya ek don fin car pac saha sat
0 1 2 3 4 5 6 7
< ‘% 90
ath na‘a daha
8 9 10

Fig 4: Marathi digits
(iv) Motivation

Many datasets are created for simple character and some of them are publicly available but to
find its better recognition we need a huge amount of dataset. So, we decided to create a huge
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number of datasets for Simple characters of Marathi script. In the discipline of deep learning,
various methods are employed to train neural networks. The experiments conducted in the
field of pattern recognition demonstrate that the performance of a recognition system is
influenced not only by the selection of features and classification technique, but also by the
size and quality of the data. The process of creating the dataset without human interaction is a
tough task. This dataset has the potential to significantly reduce the time and resources required
for developing the dataset. The main obstacle is the absence of Marathi databases for training
the OCR engine [7-8]. Enhancements to the performance of Marathi OCR are necessary for
real-time recognition. This dataset substantially inspires the study community in the topic by
providing a high-quality collection of Marathi characters and numerals. Computer vision is
commonly used for recognising handwritten characters [14]. Researchers are urged to improve
recognition outcomes by employing diverse pattern recognition algorithms, which have shown
beneficial in the offline text and digitalization procedure. The aim of the research is to:

o Excessive survey focus on various dataset is provided with different orders for simple
characters.
o Presents an innovative approach to generate a dataset for the Marathi language in order

to address the lack of available data. Using different deep learning technique to find its better
accuracy and its recognition.

To test and validate the performance of the produced dataset, CNN models such as Resnet and
Inception will be used [14] .

A. Objective

The main objective of this study is:

o To Review of the Hand-Written Marathi character dataset

o To create a dataset for offline handwritten Marathi characters
o To apply deep learning techniques on the dataset

B. Paper Outline

The article is organized by starting with introduction with motivation and objective. Section 2
describe the related study. Section 3 elaborate the Materials and Method of the research work.
The paper describes the result in section 4 and finally it concluded in section 5 with future
work.

2. Study of Related Works

Shriram Raghunathan and Diptee Chiknkurge (2023)[1] A number of convolutional neural
network (CNN) models were addressed in the study "Enhancing Marathi Handwritten
Character Recognition Using Ensemble Learning,” which made use of AlexNet, lenet-5,
VGG-16, and stacking and soft voting ensemble processes. When compared to the
performance of a single CNN model, the ensemble technique clearly outperforms it. The
proposed work employs a stacking and soft voting ensemble strategy to train a base classifier
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ensemble using VGG16, Alexnet, and LeNet-5. In a soft voting ensemble with three CNN
classifiers, the total accuracy of the suggested work is 98.66%.

The authors Minakshi and Anuradha (2015)[2] One paper presented at the International
Conference on Embedded and Communication Systems (ICIECS) titled "Handwritten
(Marthi) Compound character recognition" employed optical character recognition (OCR) to
identify offline handwritten compound characters in Indian scripts like Devangari.

Bhanu Chauhan and Mimansha Agrawal (2022) [3] a comprehensive analysis of machine
learning algorithms for devanagari character recognition from handwritten handwriting
Devangari character image processing and deep learning techniques (convolutional neural
networks, support vector machines, etc.) Feature extraction, pre-processing, segmentation,
prediction, and post-processing are the five primary steps of this recognition system.
Recognition of handwritten Devanagari characters is the subject of this paper's analysis.
Several methods exist for resolving this. It achieved an accuracy of 82.04% using a number of
approaches and recognitions.

Using feature extraction and segmentation, Padma Ramkrushna and Ajaya Anil (2016)[4] use
a genetic algorithms approach to offline Marathi handwriting character recognition at the
"International conference on global trends in signal processing, information computing and
communication (ICGTSPIC)" in Jalgaon.With a total accuracy of 96.77%, the evolutionary
algorithm was applied to a multi-layer perceptron convolutional neural network (CNN)
classifier that had one hidden layer and made use of the Tan-log activation function.

Public datasets such as DHCD, which has 92,000 images and 46 distinct classes of Devanagari
script characters, are utilized by Shadesh Acharya and Ashok Kumar Pant (2015) [5].They
achieved better outcomes by utilizing a deep learning approach and CNN.

According to R.jain and C.V. Lakshmi (2008), "Handwritten Devanagari numerals
recognition with higher accuracy" uses efficient techniques to identify individual handwritten
Devanagari numerals. They use PCA for recognition and add new ideas about edge directions,
histograms, and splines.

The authors of the 2022 paper "CNN based handwritten Odia character recognition” are
Rabinarayan Panda and Sachikanta Dash.Analysis of deep learning techniques, such as CNN,
for Odia character recognition was the primary goal.Using 6 layers of neurons, they achieved
an accuracy rate of 95.6% when classifying characters using CNN. Neurons are connected in
numerous layers to achieve optimal efficiency.

Using techniques such as convolutional neural networks (CNNs) and recurrent neural
networks (RNNSs), Rabinarayan Panda and Sachikanta Dash (2022)[8] achieved an accuracy
of 88.7 percent in their paper "complex Odia handwritten character recognition using deep
learning model" presented at the IEEE International Conference of the Electron Device Society
Kolkata chapter.

Ajay Anil and Surendra Pandurang (2018)[9] "A simplified optical character recognition
system for handwritten Marathi text document classification and recognition using SVM -ACS
algorithms™; a simplified optical character recognition framework; and a projection profile
segment technique that outputs less mistakes. PCA techniques reduce the recovered features
and then split them into line, word, and character segmentation.The experimental results
Nanotechnology Perceptions Vol. 20 No. S6 (2024)
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compare the proposed method to two current methods, fish fly selection (FFS) and bat
selection (BS), and evaluate its performance based on sensitivity, recall, accuracy, precision,
and F-score. The accuracy, sensitivity, and specificity of the suggested approaches are 99.36%,
90%, and 89.93%, respectively.

(2014) by V. Karbhari, D. Prapti, and V. Sriniwas.In an article published in the international
journal of Advanced Research in Artificial Intelligence, the authors described a Zernike
moment feature extraction method employing SVM and KNN for handwritten Devangari
(Marathi) compound character recognition.

The authors of the 2017 article "Handwritten Marathi character recognition using R-HoG
features” (P.Kamble and R. Hegadi) made use of several forms of electronic and computational
communication. implemented a dataset with 8000 samples A technique called SVM is used to
normalize 40 base handwritten letters to 20*20 pixels. The accuracy rate is 85.88%.

In 2022, Rahul S. Narsing cited [12] Published in the "International research journal of
engineering," the article titled "Devanagari Character recognition using image processing and
machine learning" centered around visual elements.This experimentation makes use of 94640
photos.The overall precision is close to 90%.To breakdown images of characters, a scan of the
handwriting is done and then an image transform is applied to each individual character.

Kirti Thakur and harish Kumar(2023)[13] “Variable selection methods ,comparison and their
applications in machine learning a review ”,uses feature selection concepts to identify and
remove irrelevant as well as redundant information .the workflow solved with feature selection
problems .Here many surveys and empirical assessments were performed like classification ,
predictions , regression and clustering .

S. Gaonkar, B. Narkhede, and R. Patilln 2023, there were fourteen The paper "Deep learning
based Marathi sentence Recognition using Devanagari Character identification™ was presented
at the CSCITA international conference on computing and IT applications.With 4,000 pieces
of data, we train and test a model based on feature extraction using SVM and R-HoG, and a
classification model based on FFANN.

In "Chronological Evolution: Development and Identification of an Odia Handwritten
Character Dataset Using Deep Learning," Rabinaraya Panda and Sachikanta Dash (2024) [15]
provide the necessary background information. Used ResNet and Inception V3 to train a
dataset of handwritten characters.

Rakesh Chandra Balabantaray and Raghunath Day (2019)[24] In this paper presented at the
International Conference on Information Technology, the authors offer "A novel sliding
window approach for Offline handwritten character recognition.” They modify an existing
feature representation technique to work with segmented handwriting. The segmented
characters are vertically scanned using a sliding window to generate these features. The
performance is evaluated by running experiments on a standard benchmark dataset and then
computing and comparing the prediction accuracy.

3. Materials and Methods

To complete our process, we have followed with different technique step by step as shown
Nanotechnology Perceptions Vol. 20 No. S6 (2024)
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in Fig 6. We have created an extensive survey of numerous publications and a number of
researchers working [21, 22]. To complete this process, we have gone through many steps
like collection of data from the people of Maharashtra by visiting different school,
colleges and public. We have collected nearly from 700 different writer’s handwriting
depending on different age group, gender basis, education level and finally we created
100000 individual images data only for Simple characters. We are planning to increase
our volume in future. Here we have mentioned some of the simple character data set
creation and its recognition depending on our CPU performance. To complete this
process, we have gone through specific steps like pre-processing, segmentation, removing
noise, feature extraction etc. After collection the handwritten data is scanned by scanner
then applied Vgg annotation that creates a spreadsheet file which carries all the
dimensional information of each character as per the sequence. It seeks to identify the
presence of similar objects depicted in an image across an entire dataset. After annotation
we have used the algorithm to create a grayscale image, converted them into binary and
inverted images. We have used deep learning application to perform a wide range of
Image processing. Each image of our data is dimensionally different so we used python
software to remove the background colour and created all the image dimensionally equal
in length. After creation of dataset the various forms of deep learning techniques are
applied[23-27] for character recognition and the results are compared to obtain the
suitable deep learning models like Inception, Resnet with different batch size and epoch
level then compared with other research work .The dataset is compressed and stored in
the internet. For accessing this dataset, it requires author’s permission. Here we have
mentioned the link where all the Marathi character dataset that included simple characters.
The handwritten dataset is stored in the following cloud drive.

https://drive.google.com/drive/folders/AKURS8 LCellt7RHBLgQe6WcDyyVoSqgacb?us
p=sharing
IV : (a) Steps involved for creation of dataset (Fig 1.1)

Input Images

¥

Pre-processing

1

v -
Feature Extraction

N

Classification

'

Recognized character

Figure 1.1 Steps involved in isolated handwritten character recognition
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(b) Architecture:
Collection of P\

<, data from Scan the collected g

[ Start } different aged scripts of handwritten Anngt:ftx\){:r\g 'IZOYGG Dimension Reduction

N group of characters

people
5 Application of Max- Channel reduction for
P Min Normalization Gray scaled Image

Conversion to Binary
Scaled images

Train and Test Classification of :
Splitting Handwritten Data set Image Inversion

Endof ™,
( Classification )
~_Result_~

Fig 6 Proposed architectural configuration
A. Data Collection

To complete this process, we have gone through many steps like collection of data from the
people of Marathi by visiting different school, colleges and public places. We have conducted
an excessive survey from schools, colleges, Anganwadi and village people with different order
like simple character including both vowels and consonant, as well as digits (0-9). Hand
written Data collected from 800 volunteers for Simple character irrespective of their age,
gender and education level image dataset for further research work. We have collected the
data from plain paper, Newspaper etc. To make more challengeable we have taken noise paper.
We have divided into different age group, different gender basis. Here we have represented
some of the example of handwritten pages and we have mention one particular paper for its
dataset creation.

Age group of participants:

We have collected and divided the handwriting document into different age
We have divided into three groups

5-15 age group (Fig 7(i), 15-50(Fig 7(ii) and 50-80 (Fig 7(iii)
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Fig 7 (i) (ii). (iii)
Gender basis data collection:
Data is collected depending on their gender basis male
Fig 7(iv) and Female Fig 7(v) is represented.
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Fig: 7(iv) Fig 7 (V)

Newspaper data:

We have collected all the Indian language newspaper in Fig 9 and given public to write the
characters. We have collected about 400 page of different news paper data to make our dataset
creation and finding its accuracy more challengeable (Fig 8 (a),(b) )
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aT— T A

@) Marathi Paper
Fig 8: Data on newspaper

Table 1. Distribution of participants based on age and gender category

Participants Type Numver of involvements
Number of people (05-15) years 700
Number of people(15-55) years 342
Number Old citizen 108
Number of small children 564
Number of male people 432
Number of female 243
@ ()
800 ONumber of 600
600 people (05- O Number of
15) years 400
400 male people
@ Number of 200 @ Number of
200 people(15- female
55) years
0 0

Fig 9: (a) Distribution of participation based on age (b) Distribution of participation based
on Gender

B. Scanning:

Itis the reading a text in order to find the specific information, Here we have used HP scanner.
Hp scanjet pro2600 scanner, the configurationof this scanner is(Fig 10)
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HP Desklet 2600 series

Feature Description
Connection Options @
00 00001 1 GOt A N 1 Yo DO 1 Power button: Tums the printer on or off,
Whtkebs ek 2 Control panel display : Indicates number of copies, wireless status and signal strength, Wi-Fi Direct status,
ﬂ % ~ warnings or errors, and ink levels.
(i:f ] @ 3 Ink Alert light: Indicates low ink or cartridge problems. For more information, see Control panel error codes
and status on page 97.
USB - Comact tha dovice 1o his computor using 8 USB cable 4 Cancel button: Stops the current operation.
—
/ ) f— 5 Resume button: Resumes a job after a disruption (for example, after loading paper or clearing a paper jam).
=p/a {:} Resume light: Indicates the printer is in a warning or error state. For more information, see Control panel

error codes and status on page 97,

Connoct ltor - Do ot connect 10 the dovice now. | wil connect st

6 Wireless button: Turns on or off the printer wireless capabilities.

Wireless light: Indicates whether the printer is connected to a wireless network.

Fig 10 (i) Image of Scanner Fig 10(ii) Scanner configiuration
C. Annotation:

After human annotation of images in a dataset is complete, the labelled images are processed
using a machine learning or deep learning model to reproduce the annotation without human
intervention, a process known as image annotation [14-18]. Both human and automatic
methods are possible. Accurate image annotation is possible with the use of pre-trained
algorithms in automated annotation. Tools that aid in recording important points for easy data
labeling and storage typically supplement manual annotation. Artificial intelligence is being
employed in a relatively new domain, and it is necessary for tackling specific problems.
Knowing the nature of the data and the job at hand is crucial for selecting the appropriate
annotation tool. It has three steps :

e Modification of the realand collected data
e Usages of proper annotation tool
e Follow of format that the data can be stored

Vgg Annotation :vgg annotation tool that can be used to define regions in an image and create
textual descriptions of those regions. It is a process of lableling of classifying an image using
text,anotation tool or both to show the data features you want your model to recognize as it’s
own(Fig 11)
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Fig 11(i): Handwritten Page Fig 11 (ii) (VGG Annotation file) Fig 11(iii) Spreadsheet file
D. Pre-processing:

Every sample image is converted into Grayscale. After gray scale image is obtained.
Thresholding of intensity is done to minimize the complexity of the image. The characters
don’t have any background information and can be overloaded, thresholding eliminate the
background. Its main objective is to enhance the quality of images for essential feature
extraction. Each of the folder is fetched separetly and each images in the folder is re-sized and
normilised[12].

Dimension Reduction:

Image have same size to the extent that they do not loose their detail and those all have to be
fixed size. More the image size increased, the bigger the input vector for the neural network
will be and makes complex architecture and processing.

Binarization:

It is a process in a conversion of color or grayscale image into two color black and white
images .We can use a parameter threshold t, with the value of which the brightness of all is
assigned one to the two possible value 0 (boundary object) and 1 (remaining object) it has two
groups global and local. In a global thresholding the entire image is once and threshold remains
constant but in adaptive or local the threshold is changing time to time. Here we have
represented binary image of simple character is shown in Fig 12(i).

Binary and Inverted image of simple character:
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Fig 12 Handwritten page Fig 12 Binary Image
Segmentation and Reshaping:

Binary image undergoes the morphological operation to get true character information. There
are two steps are morphological operations.

o Small noise is removed
e Larger connected area is identified

Noise reduction is achieved using opening operation. To locate the rectangular pixel bounding
the pixel operation is collected will be further analyzed.

Normalization :

It is a process of adjusting the pixel values where each image consists of its pixel values.
Images were normalized using Min-Max normalization method.

(i) Gray scale Image:

It is a kind of black & white or gray monochrome are composed exclusively of shades of
gravity. It is one in which the only colors are shaded of grays. A pixel value is a scalar that
quantifies the luminosity of a pixel. Each change in grey scale that occurs at an edge is
accompanied by a description that includes the rate at which the grey scale changes at the
edges. The grey scale undergoes a complete transformation in terms of edge length, curvature,
and orientation. Gray scale images [7-8] of characters shown in fig. 13.

=5 X s —+

Fig 13 Simple grey scale image
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E. Cropping:

To each form page to crop each letter block. The process was done manually using plain
software. After cropped kept it in separate folder. All are saved, into same size. Each letter is
written by many writters, resulting about 1000 images. All the similarity letters are kept into
a folders. Each folder is resize and normalized. Median filter is used for removing salt and
pepper noise.

F. Folder wise arrangement:

Each files and folder are arranged into equal size and arranged them as trained and validation
set and applied convolutional neural network (Fig 14 )

Fig : 14 ( Folder wise arrangement )
G. Inception V3:

The Inception V3 model is a complex convolutional neural network (CNN) structure
specifically created for the purpose of image categorization tasks. The model was created by
Google researchers and belongs to the Inception series of models, renowned for their
effectiveness and precision in tasks related to image recognition. Inception V3 enhances
previous iterations by incorporating advancements in both architectural design and training
methodology. It is also called Google Net. It uses lot of tricks to push performance. Inception
V3 [7,8,14], a type of convolutional neural network, introduces a novel approach. These
modules have parallel convolutional layers with varying filter sizes, which enhance the
extraction of features across several scales. Factorized convolutions, such as convolutions with
sizes of 1x1, 3x3, and 5x5 contribute to computational efficiency by maintaining
representational power and improving performance without increasing the number of
parameters. Using auxiliary classifiers during training helps to address the problem of
vanishing gradient, promoting the reuse of features to enhance convergence and regularization.
Batch normalization normalizes the activations of each layer, which speeds up the training
process and improves the ability of the model to generalize. Preprocessing input photos in a
standard manner guarantees uniformity and enhances the effectiveness of training by shrinking
them to a specific size and normalizing the values of each pixel. Due to its high effectiveness,
Inception V3 is commonly used as a pre-trained model for transfer learning. This allows
researchers and practitioners to adjust it for specific datasets or tasks, taking advantage of the
knowledge gained from the ImageNet dataset to improve model performance quickly.
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we have used Loss function i.e “Categorical _Crossentropy” and Optimizer “adam” and find
its accuracy.

-
. = =)

1536 1000

Fig 15 (Inception V3 model)
H: ResNet50:

It is one of several models in the Residual Network family that aim to solve problems with
training deep neural networks. A variety of ResNet depths are available, including ResNet-18,
ResNet-32, and others. being a medium-sized variation of ResNet-50.

256 d

o Rels

3%3, 64

[[ Beto

1*1.256

D

Fig 16 : ResNet by using Relu activation
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ReLu only lets positive values through, and it's applied after every convolutional and batch
normalization layer.

4. Result and Discussion

The dataset is implemented over inceptionVV3 model and the following result obtained. The
figure of the results is shown in fig. 16 and fig. 17

Running Process:

['fcontentfdrivefMyDPivefData5etszaFa_khadifTrainingIQ',
'Jfcontent/drive/MyDrive/Datasets/Bara_khadi/Training/ 31",
'fcontentfdrivefMyDPivefData5etszaFa_khadifTrainingfﬁr,
'fcontentfdrivefMyDPivefData5etszara_khadifTrainingfg',
'fcontent/drive/MyDrive/Datasets/Bara_khadi/Training/3:",
'fcontent/drive/MyDrive/Datasets/Bara_khadi/Training/ &',
'Sfcontent/drive/MyDrive,/Datasets/Bara_khadi/Training/ 3",
'Jfcontent/drive/MyDrive/Datasets/Bara_khadi/Training/Q",
'fcontent/drive/MyDrive/Datasets/Bara_khadi/Training/ 3",
'/fcontent/drive/MyDrive/Datasets/Bara_khadi/Training/3",
'fcontentfdrivefMyDPivefDataSet5fBaPa_khadifTPainingfﬁh',
"Jocontent/drive/MyDrive/Datasets/Bara_khadi/Training/ "]

Batch Size :16 and Epoch 10
Fig 17 trained Inception V3 model

S3mssstep - loss: 4.TISI - accuracy: S.GETA - wal loss: 41843 - wal accursc

loss: £.388s - accuracy: S.7ZE1 - wal_loss: 36581 - wval accurac

loss: £.3127 - ac - wal_loss: 4.5262 - wal accurac
loss: <_2258 - - wal_ loss: T_3448 - wal accurac
loss: I_ES@T - ac - wal_ loss: 4,221 - wal

- wal_less: S.3181 - w

loss: I.Se2s - ac - wal_loss: S.5288 - wal

loss: I.TE3IS - ac

- wal_loss: S.1181 - wal .

- wal_ loss: 4.3187 - w

loss: 36243 - - wal_loss: G6.1@35 - wal accurac

loss: 3I.3533 - ac

- wal_loss: 4.8867 - wal accurac

loss: I_4818 - ac - wal loss: 4_48ST - wal accurac

loss: 31883 - ac - wal_loss: F_SSE@ - wal accurac
loss: 3.17E9 - ac wal_loss: 4.7286 - wal_accurac
loss: 3.3388 - ac @.sses - wal_loss: S_TFFS - wval_accurac
loss: 3.232@ - ac - wal_loss: 46948 - wal accurac

loss: T_SS81 - ac - wal_ loss:

- 243s 1%Imssstep - loss: 2_Sasae - wal_less:
- 282= 1@Smssstep - loss: 2.9458 - accuracy: @.S692 - wal_loss: S.6261 - val_accurac
- 242: 188mssstep - loss: Z.7E3Z - accuracy: ©.8732 - wal_loss: 4.5794 - wval_accurac

Accuracy obtained: 83.42
Fig 18 : Accuracy of Inception V3 model
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The graph obtained LossVal_Loss and AccVal_acc by using train loss and validation loss for
Bara_khadi character data are shown in figure 17 (a)and (b).

— train loss 08759 — train acc
val loss val acc
77 0,850 -
0.825 -
6
0.800 -
5 0.775 A
\~ 0.750 A
4 N
0.725
3 0.700 -
0.0 25 5.0 15 10.0 125 15.0 17.5 0.0 2.5 5.0 7.5 10.0 125 15.0 17.5
(@ (b)

Fig. 19. Graphical representation a) Loss data b) Accuracy data
Resnet: Running Process

Fig .18: Running process of ResNet
Accuracy of ResNet V3 model 65

The graph obtained LossVal_Loss and AccVal_acc by using train loss and validation loss for
Bara_khadi character data are shown in Figure 19 (a)and (b).
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Fig 19 (a) Loss data b) Accuracy data

The graph obtained Loss Val_Loss and AccVal_acc by using train loss and validation loss for
Bara_khadi character data are shown in figure 19 (a) and (b)

5. CONCLUSIONS:

The quality and similarity exits with other existing bench mark dataset is computed and
compared .we represented analysis report in tabular way but it is time consuming but better
analysis . after comparing many literature we concluded that there need a benchmark character
dataset for better research and it give ample opportunity for the researcher for their research
work . We have created a bench mark dataset for both simple character that include vowels
and consonant, special character, digits as well as compound character. After going through
different processing steps are carried out to standardise the input images by using matlab and
Python OpenCv finally we created a grayscale image but due to noise we converted into binary
images then Inverted images. Finally, we created huge dataset by using augmentation
technique. To extend our manuscript we have taken only vowels characters for further
processing and created spastically analysis. Our dataset is publicly available and access right
can be given by the owner’s concern. In the future we are planning to create a dataset from old
letters, manuscripts, revenue handwritten data and news manuscript hand written data that
boost our language for further level.[15-25]

To extend our dataset we have created Marathi Compound Character dataset and implemented
different deep learning technique .we are going to publish our next article. We have collected
different Indian language newspaper like kerla , tamil , telgu, bengli, hindi, odia, English and
hindi etc and scanned and annotation work completed and created a dataset that we can
represent our next manuscript .Here we have represented few example of some of the
annotation data of compound character as well as newspaper handwriting character data.

Acknowledgement

No financial support was allocated for the acquisition and analysis of the research technique
procedures. All authors involved in the work have provided their complete consent for the
publication of this submitted article. All writers reviewed and endorsed the final manuscript.

Nanotechnology Perceptions Vol. 20 No. S6 (2024)



Chronological Evolution: Development and... Shazid Wahid Khandakhani et al. 1116

The dataset created for this study is not applicable to this paper.

References

1.

10.

11.

12.

13.

Diptee Chikmurge adnd Shriram Raghunathan
https://www.researchgate.net/publication/369463713_Enhancing_Marathi_Handwritten_Cha
racter_Recognition_Using_Ensemble_Learning survey, ACM Transactions on Asian and
Low-Resource Language information processing in 2023.

M. S. Bhandare and A. S. Kakade, "Handwritten (Marathi) compound character recognition,"
2015 International Conference on Innovations in Information, Embedded and Communication
Systems (ICIIECS), Coimbatore, India, 2015, pp. 1-4, doi: 10.1109/ICIIECS.2015.7193125.
Mimansha Agrawall , Bhanu Chauhan2 , Tanisha Agrawal3” Machine Learning Algorithms
for Handwritten Devanagari Character Recognition: A Systematic Review” Journal of Science
and Technology ISSN: 2456-5660 VVolume 7, Issue 01 (JAN-FEB 2022)

P. R. Bagde and A. A. Gurjar, "A handwritten recognition for free style Marathi script using
genetic algorithm," 2016 International Conference on Global Trends in Signal Processing,
Information Computing and Communication (ICGTSPICC), Jalgaon, India, 2016, pp. 43-48,
doi: 10.1109/ICGTSPICC.2016.7955267.

Shailesh Acharaya,Ashok Kumar Pant(2015) “Deep learning based large scale handwritten
Devanagari character recognition
https://www.researchgate.net/publication/304406868_Deep_learning_based_large_scale_han
dwritten_Devanagari_character_recognition

Cenna lakshmi ,Ritu jain (2008) “Handwritten Devanagari Numeral Recognition with higher
accuracy «“
https://www.researchgate.net/publication/4309034_Handwritten_Devnagari_Numerals_Reco
gnition_with_Higher_Accuracy

R. Panda, S. Dash, S. Padhy and M. Nayak, "CNN Based Handwritten Odia Character
Recognition," 2022 International Conference on Machine Learning, Computer Systems and
Security (MLCSS), Bhubaneswar, India, 2022, pp. 267-273, doi:
10.1109/MLCSS57186.2022.00056.

R. Panda, S. Dash, S. Padhy, S. Palo and P. Suman, "Complex Odia Handwritten Character
Recognition using Deep Learning Model," 2022 IEEE International Conference of Electron
Devices Society Kolkata Chapter (EDKCON), Kolkata, India, 2022, pp. 479-485, doi:
10.1109/EDKCON56221.2022.10032934.

Surendra panurang & Ajaya Anil Gurjar “ A streamlined OCR system for Handwritten Marathi
text document classification and recognition usig SVM -ACS algorthms ” 2018 in
international journal of Intelligent engineering & system .

Parshuram M. Kamble, Ravinda S. Hegadi,Handwritten Marathi Character Recognition Using
R-HOG Feature,Procedia Computer Science,Volume 45,2015,Pages 266-274,1SSN 1877-
0509,https://doi.org/10.1016/j.procs.2015.03.137.(https://www.sciencedirect.com/science/arti
cle/pii/S1877050915003737)

Padma Ramkrushna Bagde,Ajay Anil Gurjar (2014)
Zernike_Moment_Feature_Extraction_for_Handwritten_Devanagari_Marathi_Compound_C
haracter_Recognition in https://www.researchgate.net/publication/270553405 _

Rahul S.Narsing (2022) “Devanagari Character Recognition using Image Processing &
Machine Learning” in International Research Journal of Engineering and Technology (IRJET).
Thakur, Kirti, and Harish Kumar. "Variable Selection Methods, Comparison and their
Applications in Machine Learning: A Review." Grenze International Journal of Engineering

Nanotechnology Perceptions Vol. 20 No. S6 (2024)



1117 Shazid Wahid Khandakhani et al. Chronological Evolution: Development and...

14.

15.

16.

17.

18.

19.

20.

21,

22.

23.

24,

25.

& Technology (GIJET) 9.2 (2023).

R. Patil, B. Narkhede, S. Gaonkar and T. Dave, "Deep Learning Based Marathi Sentence
Recognition using Devnagari Character ldentification,” 2023 International Conference on
Communication System, Computing and IT Applications (CSCITA), Mumbai, India, 2023,
pp. 10-15, doi: 10.1109/CSCITA55725.2023.10104985.

Panda, R., Dash, S., Padhy, S., & Das, R. K. (2024). Chronological Evolution: Development
and ldentification of an Odia Handwritten Character Dataset Using Deep Learning.
Nanotechnology Perceptions, 27-43.

Saikat Ray,Nibaram Das : “Handwritten isolated Bangla compound character recognition: A
new benchmark using a novel deep learning approach” 15th April 2017.

Chaitali chandankhede and ‘"Rajneesh Kaur sachdeo :” Offline MODI script character
recognition using deep learning technique” in Multimedia Tools and Applications, 2023.
Puspalata pujari ,Guru ghosidas : “Recognition of Odia Handwritten Digits using Gradient
based Feature Extraction Method and Clonal Selection Algorithm in international journal of
rough set and data analysis in April-June2019”

Abhisek Sethy, Prashanta Kumar Patra, SoumyaRanjan Nayak, and Pyari Mohan Jena:
“Symmetric Axis Based Of-Line OdiaHandwritten Character and Numeral Recognition. In
2017.

M.Das and M.panda :”An ensemble method of feature selection and classification of Odia
characters “ in Odisha international conferene on electrical power engineering in 2021
Dhabal Sethi: “Survey on Odia handwritten character recognition “In international journal of
advanced research in technology in Jan 2022.

Debananda Padhi :” Novel Approach for Odia Handwritten Character recognition”

from P.G department of Computer science and application Utkal universitty at International
journal of Advanced Researc h in computer science and software engineering page 150- 157
Dash, S., & Das, R. K. (2020). An implementation of neural network approach for recognition
of handwritten Odia text. In Advances in Intelligent Computing and Communication:
Proceedings of ICAC 2019 (pp. 94-99). Springer Singapore.

K.Manjusha,M.Anand kumar ,K.p soman: “ developing handwritten character image database
for Malayalam language “in Engineering science and technology an International journal
22(2019)637-645

Dey, Raghunath. “A Novel Sliding Window Approach for Offline Handwritten Character
Recognition.” 2019 International Conference on Information Technology (ICIT) (2019): n.
pag. Web.Raghunath Day (ICIT).

Nanotechnology Perceptions Vol. 20 No. S6 (2024)



