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Sentiment classification, also known as sentiment analysis, plays a crucial role in understanding 

and analyzing public opinion and customer feedback. Cross-domain sentiment classification aims 

to predict sentiment polarity in text across different domains. This research proposes a cross-

platform sentiment classification approach using K-BERT (Knowledge enabled Bidirectional 

Encoder Representations from Transformers) and a scoring model. K-BERT, a powerful pre-trained 

language model, captures contextual relationships and generates high-quality word representations. 

The proposed approach leverages K-BERT to extract contextualized features from text data across 

different domains. K-BERT is utilized to encode the preprocessed text and generate contextualized 

word embeddings. These embeddings capture the sentiment-related text patterns from two popular 

sources of textual data for sentiment classification are Amazon reviews and Twitter. While 

sentiment classification for both Amazon reviews and Twitter data follows a similar approach, each 

dataset has specific considerations. The combination of sentiment analysis on these diverse datasets 

provides a comprehensive understanding of customer sentiment in different contexts and platforms.  
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1. Introduction 

Sentiment analysis, frequently denoted to as opinion mining, is a branch of natural language 

processing (NLP) concerned with comprehending and retrieving sentiment or personal 

information from textual information. It entails mechanically analysing text to determine if it 

expresses positive, negative, or neutral mood [1]. Sentiment analysis is important in many 

fields; include research on markets, consumer survey analysis, online conversation tracking, 

and online reputation managing [2]. The rapid growth of digital communication and the 

abundance of online textual data have made sentiment analysis increasingly important. It 

enables enterprises and organisations to learn about the public opinion, understand customer 

satisfaction, track trends, and make data-driven decisions [3]. Sentiment analysis helps identify 

positive sentiment to leverage for marketing purposes, identify negative sentiment to address 

customer concerns, and monitor sentiment over time to detect emerging patterns.  Sentiment 

analysis techniques have enhanced accuracy and scalability of sentiment analysis, enabling 
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businesses to analyze large volumes of text efficiently [4]. The ability to understand and 

harness sentiment provides valuable insights into customer sentiment, market trends, and 

public opinion, allowing businesses to tailor their strategies, products, and services 

accordingly [5]. 

Cross-domain sentiment analysis is a specialized branch of sentiment analysis that focuses on 

classifying sentiment across different domains or topics. It involves developing models and 

techniques that can effectively handle sentiment classification tasks when the training and 

testing data come from different domains or contexts [6]. Cross-domain sentiment analysis 

plays a vital role in understanding sentiment variations across diverse domains and enables 

businesses to gain comprehensive client opinion and sentiment patterns are shown. In many 

real-world circumstances, sentiment analysis algorithms based to utilise with data from 

additional domain. This is due to variations in language use, vocabulary, sentiment 

expressions, and cultural factors that differ across domains. Cross-domain sentiment analysis 

addresses this challenge by developing approaches that can generalize sentiment analysis 

models across multiple domains [7]. 

K-BERT is an advanced language representation model that combines knowledge graph 

information with the popular BERT architecture. It enhances the capabilities of BERT by 

incorporating external knowledge and enabling a deeper understanding of textual data [8]. K-

BERT leverages knowledge graph embeddings to improve the contextualized representation 

of words and their relationships, leading to more accurate and context-aware language 

understanding [9]. In traditional language models like BERT, the contextualized word 

representations are learned solely from the surrounding words in the input text. However, K-

BERT takes a step further by integrating knowledge graph embeddings into the learning 

process. Knowledge graphs are structured databases that Entities and their connections are 

used to store facts. By leveraging this knowledge, K-BERT enriches the word representations 

with semantic and relational information from the knowledge graph, enabling a better 

understanding of the text [10]. 

The primary goal of cross-domain sentiment analysis is to build models that can effectively 

transfer knowledge learned from one domain to another. By leveraging existing sentiment 

knowledge from a source domain, these models can adapt and perform well in target domains 

with limited labeled data or even no labeled data. This ability to transfer sentiment 

understanding between domains allows businesses to analyze sentiment across different 

products, services, industries, or user communities. 

The objective of Cross-Domain Sentiment Classification using K-BERT and a scoring model 

is to develop a robust and accurate sentiment analysis framework that can effectively classify 

sentiment polarity across diverse domains or topics. The combined approach aims to address 

the challenge of sentiment analysis models failing to generalize well across different domains 

due to domain-specific language use, sentiment expressions, and contextual variations. 

 

2. Related Works 

The Text Classification query has been extensively researched in relation to data retrieval 

issues and data mining jobs. It is useful in a variety of activities, such as medical diagnosis, 
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the healthiness and care department, embattled marketing, the performing business, and group 

filtering procedures. The determination of this study [11] was to evaluate the effectiveness of 

transfer learning classification models by applying them to both of these datasets and analysing 

the results. Reviews left on social media platforms might be valuable for a variety of reasons 

within smart cities. In this article [12], a BERT-DCNN model is presented.  

While the previous Bangla research has depend on on models of DL that place a substantial 

emphasis on context-independent word embeddings, these models have recently been used to 

revolutionise the state of the Bangla language [13]. The process of analysing people's feelings 

and thoughts, also known as sentiment analysis (SA), is an essential activity for many reasons. 

In this work [14], a new multi-class Urdu dataset was developed for the purpose of conducting 

sentiment analysis. The dataset was based on user evaluations. 

The pre-processed texts are organised as a victimization of words, with each word being 

represented by a unique integer derived from pre-trained word embedding models. This work 

[15] also gives a surprisingly extensive examination of selected DL models along with some 

fine adjustment of the parameters. After that, the polarities, together with the text that has been 

preprocessed, are input into the neural network and used as training examples. 

The purpose of the study [16] is to identify emerging patterns of research about issues that are 

relevant to relic tourism. To be more specific, this article searches the Web of Science database 

for all previously published research that include the terms "relic tourism" and finds those that 

have unresolved problems. The approach of features analysis is very important in the 

development of developing and improving a sentiment analysis method. The purpose of this 

study [17] is to put out a model for generalised sentiment analysis that is capable of dealing 

with noisy input. 

In order for the BERT algorithm to be able to identify crimes, a crime dataset that has been 

labelled using a lexicon-based method is required. In this study [18], the researchers employed 

a hybrid technique that blends lexicon-based learning with deep learning. The deep learning 

model they utilised was BERT. In natural language processing, the job of text categorization 

is considered to be the most basic and crucial. This research [19] addresses the issue by doing 

a complete evaluation of the methodologies, with a particular importance of extending from 

conventional models to deep learning. 

Twitter, one of the most prominent social media sites, allows users to share their opinions on 

a variability of topics, including particular ideas, goods, and services. The huge volumes of 

data that are published in the form of tweets may be used to assist extract the sentiment of 

users and give useful input that can be used to enhance the quality of both goods and services. 

In this article [20], the authors offer a method for sentiment analysis that combines lexicon-

based methods with other types of methods and deep learning models are utilised together. 

On social media platforms, users are allowed to openly voice their thoughts about a wide 

variety of events. It is possible that doing an analysis of the data will be required in order to 

determine the perspective of the society about these occurrences. In this work [21], BERT 

models and machine learning algorithms were used to do sentiment analysis on tweets. In this 

study [22], the authors suggest a novel model for analysing the sentiment of Weibo content 

that is depends on BERT and deep learning. To be more specific, first representing the content 
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is created with variable word vectors by the use of BERT. 

For predicting the economic crises of institutions using historical data, a variety of data 

categorization algorithms have been developed. The selection of appropriate variables that are 

pertinent to the current problem is a crucial step in the creation of a precise financial crisis 

score FCS method. It is known as a feature selection issue, and it helps to improve classifier 

outcomes [23]. Sentiment analysis and sarcasm detection on social networking platforms have 

recently received a lot of interest. The presence of sarcasm in social networking data such as 

Twitter is a key cause of sentiment misclassification. It is still a difficult topic in natural 

language processing since it limits the ability to determine people’s original attitude. To detect 

the existence of sarcasm in Twitter data, many feature engineering techniques are available in 

the literature [24]. Consumers have access to a more streamlined method of purchasing things, 

thanks to the digital reviews and ratings provided by e-commerce sites. Sentiment analysis is 

going to be performed on the customer review data in this study [25], and the results are going 

to be sorted into positive and negative sentiments. 

The conventional word2vec approach is incapable of conveying the information that is present 

in words in their entirety. It has been suggested that the BERT model be used as the article 

feature extraction model, and that a deep CNN be used in order to abstract the local statistics 

contained within the article [26]. This work [27] presents a study of sentiment analysis by 

employing a pre-train model. After that, we investigate key entity recognition as a sentence 

matching or Machine Reading Comprehension job in various granularities.  

 

3. Proposed Model 

In our research work, we consider source of data collected from Amazon and Twitter for cross-

domain analysis requires accessing and processing data from both platforms. The proposed 

model leverages the domain adaptation capabilities of K-BERT, integrating knowledge graph 

information to enhance sentiment understanding within each domain. The scoring model 

ensures the aggregation of sentiment scores, considering domain-specific factors, to generate 

an overall sentiment score that captures sentiment polarity across domains. 

The sentiment output labels in sentiment analysis typically include positive, negative, and 

neutral sentiment categories. These labels are used to categorise the sentiment represented in 

the text data. 

1. Positive: This label indicates that the text expresses a good sentiments or favorable. It 

implies that the author or speaker has a positive opinion or sentiment towards the discussed 

subject or topic. 

2. Negative: The negative label signifies that the sentiment expressed in the text is 

negative or unfavorable. It indicates a negative opinion or sentiment towards the discussed 

subject or topic. 

3. Neutral: The neutral label is used when the sentiment expressed in the text is neutral 

or lacks a clear positive or negative opinion. It indicates a lack of strong sentiment or an 

expression that is objective, factual, or impartial. 
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In this paper, the Sentiment Analysis of cross platform is examined using K-BERT model. It 

consists of three primary procedures; that is, data pre-processing, feature extraction, and 

feature extraction using Continuous Bag of Words (CBOW), and BERT for Classification with 

scoring model, as illustrated in Fig. 1. 

For Amazon domain, we consider three-star rating value transformations: if the threshold is 

set at 3.5, a star rating of 4 or 5 would be classified as positive, a rating of 1 or 2 as negative, 

and a rating of 3 as either neutral or assigned to positive/negative based on additional criteria. 

For Twitter data involves categorizing tweets into sentiment polarities, typically positive, 

negative, or neutral. Due to the nature of Twitter, which often contains shorter and informal 

text, specific techniques are used for polarity classification. 

 

Figure 1: Workflow of Proposed Model 
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3.1 Data Pre-processing 

Data preprocessing in sentiment analysis for both Amazon and Twitter data follows similar 

steps with slight variations based on the characteristics of the datasets. Here's an outline of the 

common preprocessing steps for sentiment analysis on Amazon reviews and Twitter data: 

Text Cleaning: Remove irrelevant elements such as special characters, URLs, HTML tags, and 

formatting specific to each dataset. For Amazon reviews, you may need to handle product-

specific elements like product names, ratings, or review metadata. For Twitter data, consider 

removing Twitter handles, hashtags, and retweet indicators. 

Tokenization: Split the text into individual words or tokens. Utilize appropriate tokenization 

techniques like word tokenization or n-gram tokenization. Consider the specific language and 

any domain-specific considerations. 

Normalization: Convert text to lowercase to ensure consistency and reduce the vocabulary 

size. However, be cautious as capitalization can carry sentiment information in some cases, 

especially in Twitter data where emphasis is often indicated through uppercase letters. 

Stop Word Removal: Remove common stop words that do not contribute significant sentiment 

information, such as articles, prepositions, or pronouns. Consider domain-specific stop words 

if necessary. 

Stemming and Lemmatization: Apply stemming or lemmatization to simplify words to their 

basic or root forms. This stage aids in the consolidation of words with comparable meanings. 

and improves generalization. However, note that stemming may result in the loss of sentiment-

bearing information in some cases. 

Handling Emoticons and Emoji: Emoticons and emoji can convey sentiment in both Amazon 

and Twitter data. Handle them appropriately by either removing them or converting them to 

textual representations that capture their sentiment meaning [28]. 

Handling Abbreviations and Acronyms: To guarantee accuracy, enlarge the acronyms and 

abbreviations into their full forms accurate sentiment interpretation. Both Amazon and Twitter 

data can contain a variety of abbreviations and acronyms specific to their domains. 

Handling Spellings and Typos: Correct common misspellings or typos to improve the accuracy 

of sentiment analysis. Employ spell-checking algorithms or leverage external resources like 

dictionaries or language models to address this issue. 

3.2 Feature Extraction 

CBOW is a natural language processing (NLP) paradigm alternative to the traditional Bag of 

Words model. While BoW focuses on capturing the frequency or presence of individual words 

in a document, CBOW attempts to anticipate an intended word according to its context words 

within a fixed window size. 

In CBOW, the model learns by considering the context words (input) and predicting the target 

word (output). The context words are usually represented as one-hot encoded vectors or 

embeddings. The model then maps the context words to a hidden layer and, finally, predicts 

the target word based on this hidden representation as shown in fig 2. The training objective 

is to minimize the prediction error using techniques such as softmax or negative sampling. 
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Figure 2: Structure of CBOW 

Input Representation: 
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• Let x_i be the one-hot encoded i-th context word. 
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For predicting the target word, the aggregates contextual vectors h_agg is input into a layer of 

softmax. The predicted output is calculated as  

y =  softmax(U ∗  h_agg)    (3) 

where U is a weight matrix of dimensions D x V. The function softmax computes the 

probability distribution across the vocabulary, showing how likely each word is to be the target 

word. 

Training Objective: 

The method is trained to reduce the cross-entropy loss among the expected and observed 

probabilities y and the true labels of the target words. A loss function has been defined as a 

negative log-likelihood for the target word t expressed as:  

Loss =  −log(y[t])               (4) 

where y[t] is the predicted probability of the target word. During the training process, the 

model updates the parameters (embedding matrix W and weight matrix U) using 

backpropagation and gradient descent to minimize the loss. Where the input context words are 

projected onto embeddings, aggregated, and used to predict the target word. The model learns 

to capture the relationships between words within the local context window, enabling it to 

make accurate predictions based on context. 

3.3 K-BERT Model 

K-BERT, or Knowledge-enhanced BERT model that incorporates external knowledge to 

enhance its language understanding capabilities. It leverages knowledge graphs or structured 

knowledge sources to improve the representation learning of BERT. The K-BERT model aims 

to address the limitations of BERT in capturing explicit knowledge and making use of external 

knowledge sources. By incorporating knowledge graphs, K-BERT enriches the contextualized 

word representations learned by BERT with structured knowledge as shown in fig. 3. 

 

Figure 3: K-BERT Architecture 
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Transformer Encoder: K-BERT is based on the Transformer architecture, which consists of 

multiple stacked encoder layers. The forward pass of a single encoder layer can be described 

by the following equations: 

Self-Attention: The self-attention mechanism computes the attention weights between all 

words in a sequence. Given an input sequence of length N, the self-attention weights A are 

computed as: 

A =  softmax((Q ∗  KY^T) / √d)     (5) 

where Q, KY, and T are the query, key, and value matrices obtained from linear 

transformations of the input sequence, and d is the dimension of the attention space. 

Attention output: By combining the attention weight by the value matrix, the attention output 

is calculated V: 

Masked Language Modeling (MLM): K-BERT is pre-trained using the MLM objective, which 

involves randomly masking words in the input and predicting them based on the remaining 

context. The MLM objective is formulated as a maximum likelihood estimation problem. 

Given an input sequence X, the probability of predicting the masked word y_i is: 

P(y_i | X)  =  softmax(W_h ∗  h_i +  b_h)       (6) 

where hidden state is represented as h_i to the masked position, and W_h and b_h are the 

parameters of the final softmax layer. 

Next Sentence Prediction (NSP): K-BERT also incorporates NSP as a pre-training objective 

to capture sentence-level relationships. Given a pair of sentences A and B, the probability of 

predicting whether B follows A is computed using a binary classifier: 

P(IsNext | A, B)  =  sigmoid(𝑊_𝑛 ∗  ℎ_𝑐𝑙𝑠 +  𝑏_𝑛)         (7) 

where h_cls is the hidden state corresponding to the [CLS] token, and W_n and b_n are the 

parameters of the binary classifier. 

Pseudocode for K-BERT Model  

def preprocess_text(text): # Preprocessing 

kbert_model = load_kbert_model()  # Load K-BERT model 

# Load sentiment classifiers for Amazon reviews and tweets 

amazon_classifier = load_amazon_classifier() 

tweet_classifier = load_tweet_classifier() 

# Sentiment classification function 

def classify_sentiment(text, domain): 

# Preprocess the input text 

preprocessed_text = preprocess_text(text) 

# Encode the preprocessed text using K-BERT 
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encoded_text = kbert_model.encode(preprocessed_text) 

# Perform sentiment classification based on the domain 

if domain == "amazon": 

sentiment = amazon_classifier.predict(encoded_text) 

elif domain == "twitter": 

sentiment = tweet_classifier.predict(encoded_text) 

else: 

sentiment = None 

return sentiment 

# Main function 

def main(): 

# Example input text 

amazon_text = "This product is great!" 

tweet_text = "I love the new movie!" 

# Classify sentiment for Amazon review 

amazon_sentiment = classify_sentiment(amazon_text, domain="amazon") 

# Classify sentiment for tweet 

tweet_sentiment = classify_sentiment(tweet_text, domain="twitter") 

Polarity scoring model 

A polarity scoring model for sentiment analysis is a system that assigns sentiment scores to 

pieces of text, indicating if the text's attitude is positive, negative, or neutral as shown in fig 4. 

The polarity scoring model is refined by making use of a dataset consisting of labeled 

examples, where each example is annotated with its equivalent sentiment polarity. 

 

Figure 4: Labels of Sentiment Analysis 

Scoring model is a widely used sentiment analysis tool that assigns sentiment scores to 
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individual words or phrases and then combines them to calculate an overall sentiment score 

for a piece of text.  

Pseudocode for Scoring Model 

# Preprocessing 

def preprocess_text(text): 

# Perform text cleaning, tokenization, normalization, etc. 

# Return preprocessed text 

# Load K-BERT model 

kbert_model = load_kbert_model() 

# Load scoring model 

scoring_model = load_scoring_model() 

# Sentiment classification function 

def classify_sentiment(text): 

# Preprocess the input text 

preprocessed_text = preprocess_text(text) 

# Encode the preprocessed text using K-BERT 

encoded_text = kbert_model.encode(preprocessed_text) 

# Pass the encoded text through the scoring model 

sentiment_score = scoring_model.predict(encoded_text) 

# Classify sentiment based on the score 

if sentiment_score > 0.5: 

sentiment_label = "Positive" 

elif sentiment_score < 0.5: 

sentiment_label = "Negative" 

else: 

sentiment_label = "Neutral" 

return sentiment_label 

def main(): 

# Example input text 

text = "This work is amazing!" 

# Classify the sentiment using the cross-domain sentiment classification 
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sentiment = classify_sentiment(text) 

The resulting sentiment score can be interpreted as follows: 

• Positive sentiment: A score closer to 1 indicates a higher positive sentiment. 

• Negative sentiment: A score closer to -1 indicates a higher negative sentiment. 

• Neutral sentiment: A score around 0 indicates a relatively neutral sentiment. 

 

4. Results and Discussions 

4.1 Dataset Description 

For amazon dataset, data collected from https://www.kaggle.com/code/benroshan/sentiment-

analysis-amazon-reviews. It is made up of a few million Amazon client evaluations (input text) 

and ratings in stars (output labels) to teach Text how to use them for sentiment analysis. This 

file contains the following information as given in table 1:  

Table 1: Dataset Description 
Id_reviewer Reviewer ID 

P_ID  Product ID 

Name_reviewer  Reviewer Name 

Rating Review Rating 

Text_review  Review Text 

Score Overall Rating 

Time   Review Time 

For Twitter dataset, collected from https://www.kaggle.com. The dataset has three sentiments 

namely, negative(-1), neutral(0), and positive(+1) as shown in fig 5. It has two fields: one for 

the tweet, and another for the label. 

 

Figure 5:  Polarity Distribution 

 

https://www.kaggle.com/code/benroshan/sentiment-analysis-amazon-reviews
https://www.kaggle.com/code/benroshan/sentiment-analysis-amazon-reviews
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4.2 Experimental Analysis 

The suggested model is run on  
Python Version: 3.6.5 

Learning Rate: 0.01 

Dropout Rate: 0.6 

Batch Size: 6 

Epoch Count: 60 

Activation Function: ReLU 

Dropout is a regularization technique that randomly sets a fraction of input units to zero at 

each update, preventing overfitting. Batch size specifies the number of training examples 

utilized in each iteration of gradient descent. Epoch count determines the number of times the 

entire dataset is passed forward and backward through the model during training. ReLU 

(Rectified Linear Unit) is an activation function commonly used in neural networks. Test the 

trained model's performance against a distinct assessment dataset.  

By evaluating the performance of a sentiment analysis system involves assessing its accuracy 

in predicting sentiment polarity (positive, negative, neutral) for a given text. Here are some 

commonly used evaluation metrics: 

Accuracy: The accuracy metric processes the percentage of correctly classified sentiments 

(positive, negative, neutral) out of the overall amount of items included in the assessment 

dataset. It gives an overall evaluation of the model's accuracy. 

Accuracy =  (TP +  TN) / (𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁)     (8) 

Precision: Precision is defined as the ratio of genuine positive predictions (properly recognised 

sentiment) to the over-all of true positives and false positives (incorrectly identified 

sentiment). Precision indicates the model's ability to avoid false positives. 

Precision =  TP / (TP +  FP)     (9) 

Recall: Recall is the percentage of genuine positive expectations to total true positives and 

false negatives. Recall assesses the model's capability to properly identify favourable 

outcomes sentiment, for example, in cases where it could have been missed. 

Recall =  TP / (TP +  FN)     (10) 

F1 Score: The F1 score is an individual statistic that combines accuracy and recall. It 

accurately indicates the model's efficiency since it is the average of the harmonics of accuracy 

and recall. The F1 score considers both FP and FN. 

F1 Score =  2 ∗  (Precision ∗  𝑅𝑒𝑐𝑎𝑙𝑙) / (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)     (11) 

Hamming Loss: Hamming Loss is a metric commonly used for evaluating multi-label 

classification tasks, including sentiment analysis when multiple sentiment labels are assigned 

to a text. It measures the fraction of incorrectly predicted labels compared to the total number 

of labels. 

Hamming Loss =  (FP +   𝐹𝑁)/(𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁)     (12) 

Log Loss: Log loss, frequently referred to as cross-entropy loss or logistic loss, is a popular 
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statistic for evaluating binary classification problems. It processes the accuracy of the 

predicted probabilities compared to the true labels. 

The equation for Log Loss is as follows: 

Log Loss =  − (
1

n
) ∗  Σ(y ∗  log(p) +  (1 −  y) ∗  log(1 −  p))    (13)  

Where: 

n: Total no. of samples in the evaluation dataset. 

y: The true label (0 or 1) for the sample. 

p: The predicted possibility of the positive class (ranging from 0 to 1) for the sample. 

The Log Loss equation calculates the negative logarithm of the predicted probability of the 

correct class (y=1) and the complementary probability of the incorrect class (y=0) for each 

sample. The predicted probabilities should be between 0 and 1. 

A lower Log Loss value indicates better performance, with 0 being a perfect prediction. Higher 

Log Loss values indicate poor calibration or incorrect predictions. 

Lift Value: 

The lift value is the ratio of the predicted rate to the baseline rate. The baseline rate represents 

the probability of the targeted outcome occurring without any intervention or predictive model. 

This is often the natural occurrence rate in the absence of any targeting or strategy. The 

predicted rate is the probability of the targeted outcome occurring when using predictive model 

or strategy. This rate is calculated based on the model's predictions as shown in fig 6. 

lift = (TP/(TP + FP)(TP + FN)/(TP + TN + FP + FN)  (14) 

 

Figure 6: Lift Chart Analysis 

The higher the lift value, the more effective your model is at targeting the desired outcome. 

The comparative analysis of proposed model with cross platform dataset is given in table 2 
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and 3. 

Table 2: Comparative Analysis of Twitter Dataset 
Twitter Dataset 

Methods Accuracy Precision Recall F-Score Lift 
Hamming 

Loss 

Log Loss 

K-BERT 98.31 95.8 95.2 96.01 93.76 0.03 1.25 

BERT 96.26 94.43 93.52 94.57 91.74 0.2 2.56 

Bi-LSTM  95.86 94.38 93.03 92.69 91.59 0.32 2.89 

LSTM 94.36 94.08 92.39 92.03 92.11 0.41 3.21 

CNN 94.02 93.89 91.68 91.09 91.55 0.46 3.69 

 

Figure 7: Comparison of Proposed Model using Twitter dataset 

 

Figure 8: Comparison of Proposed Model using Twitter dataset 

The proportionate analysis of the recommended model on the data set from Twitter is 

determined in Table 2 and Fig 7 and 8. The experimental findings showed that the LSTM as 

well as CNN models had relatively close accuracy of 94.36% and 94.02%, respectively, while 

the Bi-LSTM model had 95.86% accuracy. BERT model gives 96.26% accuracy. Finally, K-
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BERT model has shown maximum conclusion with accuracy of 98.31%. 

Table 3: Comparative Analysis of Amazon Review Dataset 
Amazon Review Products 

Methods Accuracy Precision Recall F-Score Lift Hamming Loss Log Loss 

K-BERT 98.56 95.35 94.36 93.89 92.28 0.04 1.29 

BERT 96.55 94.26 93.24 92.15 91.02 0.21 2.59 

Bi-LSTM 95.36 93.56 92.58 92.03 90.83 0.34 2.93 

LSTM 95.04 92.58 91.59 91.89 89.21 0.46 3.63 

CNN 94.56 92.05 90.58 91.36 88.19 0.59 3.95 

Table 3 and Figure 9 and 10 demonstrate a comparative examination of the suggested model 

using the Amazon review dataset. The replication results showed that the CNN and LSTM 

algorithms had accuracy of 94.56% and 95.04%, respectively. Although the Bi-LSTM and 

BERT methods have a little higher accuracy of 98.56%. The accuracy of the model that was 

proposed is 7% higher than the performance of the model that is currently being used.  The 

effectiveness of the system that was suggested is compared with that of the current system in 

the table that you can see above.  The current framework improves the accuracy of the 

proposed model by 7%.  The effectiveness of the proposed system is compared with that of 

the current system in the table that you can see above.   

 

Figure 9: Comparison of Proposed Model using Amazon Product Reviews 

 

Figure 10: Comparison of Proposed Model using Amazon Product Reviews 
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5. Conclusion 

The combination of K-BERT, a pre-trained language model specifically designed for 

knowledge-intensive tasks, with a scoring model for cross-domain sentiment classification 

shows promise in achieving accurate sentiment analysis across different domains. By 

leveraging the contextual understanding and knowledge embeddings captured by K-BERT, 

the scoring model can effectively capture the sentiment expressed in text across various 

domains. The K-BERT model provides a knowledge graphs and pre-training on a vast amount 

of textual data, enabling it to capture domain-specific information and contextual 

understanding. This enhances its ability to comprehend the sentiment nuances present in 

different domains. The scoring model complements K-BERT by utilizing the learned 

representations and further refining sentiment analysis predictions. The scoring model can be 

trained using a labeled dataset for sentiment polarity, to fine-tune the sentiment analysis 

performance. This allows the model to adapt to specific domain characteristics and achieve 

higher accuracy in sentiment classification.  

 

6. Future Work 

In future, extend the K-BERT and scoring model to perform context-aware sentiment 

classification. Sentiment can change based on the surrounding text, and considering the wider 

context can lead to more accurate sentiment predictions to minimize the loss level functions. 

Develop techniques to incorporate contextual information, such as the preceding or following 

sentences, into the models to improve their understanding of sentiment nuances. On the other 

hand, social media networking sites, sentiment analysis and sarcasm detection have recently 

attracted a lot of attention. Sarcasm is a prominent factor in the incorrect classification of 

sentiments in social networking data, such as that seen on Twitter. Since it limits the means of 

detecting the people’s original attitude, it continues to be a difficult problem for natural 

language processing NLP. To find sarcasm in data from Twitter, Facebook, Instagram etc., 

there are a variety of feature engineering techniques concentrate on upcoming work. 
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