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Arithmetic and Logic Unit is the main processing unit of the MIPS processor. In ALU, the 

computational complexity is majorly due to adders and Multipliers used for the design. There exist 

many adder and multiplier designs in literature but the most adoptable ones are discussed in this 

paper. The various combinations of adders and multipliers are considered for evaluation. The 

parameters used for evaluation are Area, Delay, Power Dissipation and Power Delay Product. The 

designs are modeled in Verilog HDL and are functionally verify by using Xilinx ISE 14.5 and ISIM 

simulator. Among all the designs, the modified linear carry select adder along with vedic multiplier 

proves to be best for practical implementation of ALU in terms of power delay product. Also, the 

modified linear carry select adder along with shift add multiplier proves to be best for practical 

implementation of ALU in terms of area.   
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1. Introduction 

Processors are designed with an aim to suit at-speed operation for practical applications. The 

recent advances in technology initiate the compact and high speed designs especially for MIPS 

processor as shown in figure 1. MIPS stands for Microprocessor without Interlocked 

Pipelining Stages. The MIPS is faster due to fast access time of access a register as compared 

to a memory location, it is much faster to perform operations in on chip registers rather than 

in memory by using the load/store architecture. The computational complexity in any design 

is characterized by the adders and multipliers used. So if the adders and multipliers are chosen 

appropriate, then the ALU designed will be performing faster to suit the rated speed.  
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Fig.1: A Single Cycle Micro MIPS Data Path 

Many researchers focused on development of various adders and multipliers with a focus on 

reducing the delay or making the design compact. In this paper, the focus is more on carry 

select adders and their modifications for adder design. Also multipliers like shift-add 

multiplier, carry save multiplier, vedic multiplier, etc are used for evaluation. 

For the design of ALU, 64-bit data is considered and the basic architecture of ALU is as shown 

in figure 2. It comprises of Arithmetic unit, logic unit and multiplexer. The select line of 

multiplexer selects arithmetic unit if s[3] = 0 else selects logic unit. The lower order select 

lines i.e., s[2:0] select the functions as described in table 1.  

Table 1. ALU Operation Select 
Select Operation S[2:0] Arithmetic Operation Logic Operation 

000 One’s Complement of A A  

001 One’s Complement of B ~ A 

010 A + B A & B 

011 A - B A | B 

100 A * B ~ (A & B) 

101 A / B ~ (A | B) 

110 A % B A ^ B 

111 B + 1 ~ (A ^ B) 

 

Fig.2: ALU architecture 



                                                                     Single Cycle MIPS Design using…  Hemanth et al. 430  
 

Nanotechnology Perceptions Vol. 20 No. S9 (2024) 

The Paper is organized as section II describes the Adders Design. The section III details about 

the Multipliers Design.  The section IV describes the ALU Designs using various Adders and 

Multipliers and the corresponding results along with parameters used for assessment and 

finally the paper is concluded. 

 

2. Adder Design 

 The Regular carry select adder is shown in fig.3. it uses the parallel processing capability 

for calculation of carry for next block of bits to be added. Hence the focus is on reducing the 

delay corresponding to carry generation [1-5]. 

 

Fig.3 Regular Carry Select Adder 

The figure 4 shows the modified carry select adder uses a binary to excess converter by 

considering carry input to that block as 1. Thus it offers the reduction in area and is known as 

square root carry select adder. 

 

Fig.4: Modified Carry Select Adder 
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 The table 2 shows the comparison of ALU Designs with various adders. CSA64 represents 

the 64-bit basic carry select adder. CSAVAD64 represents the variable blocks where instead 

of fixed length of input bits variable lengths are considered like initially 2-bits then 3 bits and 

so on.  

 MOD64LINCSLA represents the modified 64-bits linear carry select adder and 

MOD64SQRTCSLA represents the modified 64-bits square root carry select adder.  

Table 2. Comparison of ALU Designs with Various Adders 

 

 From table 2, it is clear that the area occupied in terms of 4-Input LUTs or Slices is less 

by 3% for 64-bit ALU with basic carry select adder. The delay is less by 38.4% for 64-bit ALU 

with modified linear carry select adder when compared with other designs. The power 

dissipation is less by 4.67% for 64-bit ALU with basic or variable carry select adder when 

compared with other designs. 

 

Fig. 5: Comparison of ALU Designs with Various Adders in terms of Power Delay Product 

Figure 5 shows comparison of ALU Designs with various adders in terms of figure of merit 

i.e., power delay product. It shows that the 64-bit ALU with modified linear carry select adder 

improves by 36.9% when compared with other ALU designs using various carry select adders.  

 

3. Multiplier Design 

 The complexity of multiplier is more when compared with adders in ALU [6-15]. This 

section deals with various fast adders. The shift- add based multiplier is shown in figure 6. 

Here the multiplicand is added directly whereas the multiplier is shifted right and added for 

final product result. This concept is applicable to n number of bits of inputs. 
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Fig.6: Shift – Add Multiplier 

 The Vedic multiplier is shown in figure 7, here the n bits are divided into low and high 

order bits and they are multiplied by using basic multiplication concept then they are added as 

shown in figure to obtain the final product result as fast as possible. By using this concept, the 

higher order input bits are obtained in the similar manner where the lower order bits again use 

the concept of vedic multiplication by using parallel evaluation.  

 

Fig.7: Vedic Multiplier 

 The carry save multiplier is shown in figure 8, where the half and full adders are used to 

find the final product. The time delay is equal to the delay of three half adders and four full 

adders. 
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Fig.8: Carry – Save Multiplier 

 From table 3, it is clear that the area occupied in terms of 4-Input LUTs or Slices is less 

by 20% for 64-bit ALU with shift add multiplier. The delay is less by 14% for 64-bit ALU 

with vedic multiplier when compared with other designs. The power dissipation is less by 

4.56% for 64-bit ALU with shift add multiplier when compared with other designs. 

Table 3. Comparison of ALU Designs with Various Multipliers 

 

 Figure 9 shows comparison of ALU Designs with various multipliers in terms of figure of 

merit i.e., power delay product. It shows that the 64-bit ALU with vedic multiplier by 13.75% 

when compared with other ALU designs using various multipliers.  

 

Fig. 9: Comparison of ALU Designs with Various Multipliers in terms of Power Delay 

Product 

 

4. ALU Designs 

 The ALU designs are developed by using the various combinations of adders and 

multipliers. These designs are modeled in verilog HDL. They are functionally verified for 

Zynq 7000 series FPGA with device XC7Z020, Package CLG484 with a speed grade of -1, 
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which is a 28nm FPGA, in Xilinx ISE 14.5 and ISIM simulator.  

 From table 4, it is clear that the area occupied in terms of 4-Input LUTs or Slices is less 

by 17% for 64-bit ALU with basic carry select adder and shift add multiplier. The delay and 

power dissipation are less by 38.05% and 4.67% respectively for 64-bit ALU with modified 

linear carry select adder along with vedic multiplier when compared with other designs.  

Table 4. Comparison of ALU Designs with Various Adders and Multipliers 

 

 

Fig. 10: Comparison of ALU Designs with Various adders and Multipliers in terms of Power 

Delay Product 

 Figure 10 shows comparison of ALU Designs with various adders and multipliers in terms 

of figure of merit i.e., power delay product. It shows that the 64-bit ALU with modified linear 

carry select adder and vedic multiplier by 40.35% when compared with other ALU designs 

using various adders and multipliers. Hence, the ALU design with modified linear carry select 

adder and vedic multiplier is best suited for fast and low power ALU design and ALU with 

basic carry select adder and shift add multiplier is the best option for area optimized ALU 

design. The simulation result is as shown in figure 11. 

 

Fig.11. Simulation Result of ALU 
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 When the MIPS design includes the 64-bit ALU with modified linear carry select adder 

and vedic multiplier the design was faster with less area occupied. The implementation of the 

data path for R-format instructions is fairly straightforward - the register file and the ALU are 

all that is required. The ALU accepts its input from the DataRead ports of the register file, and 

the register file is written to by the ALUresult output of the ALU, in combination with the 

RegWrite signal [16-17]. 

 The instruction format is opcode r1, r2, r3 and the architecture is as shown in figure 12 

with the corresponding simulation output.  

 

(a) 

 

(b) 

Fig.12: (a) R – instruction Implementation (b) Simulation waveform 

 The load/store instruction data path architecture and its simulation waveform are as shown 

in figure 13.  

 

(a) 

 

(b) 

Fig.13: (a) Load/ Store Instruction Data Path (b) Simulation Result 



                                                                     Single Cycle MIPS Design using…  Hemanth et al. 436  
 

Nanotechnology Perceptions Vol. 20 No. S9 (2024) 

 But the single cycle data path has limitations like the critical path (longest propagation 

sequence through the datapath) is five components for the load instruction that takes atleast 4 

or 5 units of time. This enables the use of multiple cycles of a much faster clock where the 

datapath actions can be interleaved in time i.e., MIPS with pipelining. 

 The area occupied was only 11 slices with 23.364ns delay for single cycle MIPS using the 

high performance ALU. 

 

5. Conclusion 

 The MIPS is used to develop a customized fast processor. The ALU forms the basis for 

any computations in processor. Thus the complexity of ALU must be reduced. The designs 

developed in this paper use various forms of adders and multipliers. These designs are modeled 

in verilog HDL. They are functionally verified for Zynq 7000 series FPGA with device 

XC7Z020, Package CLG484 with a speed grade of -1, which is a 28nm FPGA, in Xilinx ISE 

14.5 and ISIM simulator. Among the designs developed, the ALU design with modified linear 

carry select adder and vedic multiplier has improvement of 40.35% which proves to be best 

suited for fast and low power ALU design and ALU with basic carry select adder and shift add 

multiplier has an improvement of 17% and proves to be the best option for area optimized 

ALU design. When the combination of 64-bit ALU with modified linear carry select adder and 

vedic multiplier was used in MIPS, the design was faster with only 23.364ns with less area 

occupied i.e., 11 slices in the intended FPGA. To overcome critical path delay of load store 

instruction based MIPS, multi cycle MIPS can be implemented in future.  
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