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This paper presents a new method that uses eyegaze measurements and convolutional neural 

networks (CNNs) for predicting mental health. Meanwhile, the CNN model using a combined 

optimization technique with stochastic gradient descent (SGD) and genetic algorithms (GA) 

displayed high predictive performance in distinguishing subtle mental health states. The study 

collected and pre-processes 3200 facial images taken from internet repositories involving several 

people. It is an effective hyrid method of hardware optimization using the CNN model, 

outperforming traditional machine learning methods such as support vector machines (SVM) and 

K-nearest neighbors (KNN) as well as the widely used VGG-16 architecture. Criterion measures 

include accuracy, precision, recall, and F1-score, so comparing performance based on different 

aspects can be done effectively. Furthermore, confusion matrixes can show classification results in 

detail, giving an in-depth look at predictive capabilities and potential errors. These findings 

emphasize the fact that the hybrid optimization approach, through the fine-tuning of population 

distribution model, can significantly increase predictive utility. Even though many limitations have 

been encountered, including data variability and model interpretability challenges, the research lays 

the groundwork for future developments in digital mental health. Getting more data resources from 

other fields, combining data from various sources, and collaborating with professionals in mental 

health will increase the prediction accuracy of the proposed eyegaze tracking application.  
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1. Introduction 

The mental health research sector has made significant progress in recent years, with an 

increased emphasis on early warning and prevention. Among the emerging technologies used 

in this field, the use of eyegaze tracking technology is promising: minor changes in the eyes 

that may indicate mental health issues[1]–[3]. In this study, we present an improved eyegaze 

tracking method for predicting mental health early. This combines convolutional neural 

networks (CNNs) and a mixed optimisation system. 

Eye-tracking technology has proven useful in the fields of psychology, neuroscience, and 

human-computer interaction. Tracking their eyes allows researchers to learn a lot about 

cognitive processes, visual attention mechanisms, and emotional reactions. However, eye 

movements and gaze patterns can reveal sounds that one does not want to hear, such as 

depression, anxiety, and attention deficit hyperactivity disorder (ADHD). However, existing 

eyegaze tracking applications for mental health prediction frequently use ineffective or time-

consuming methods to recognise objects and scenes, implying a lack of accuracy or 

computational efficiency[4]–[6]. 

To overcome these limitations, machine learning (ML) models use image-based analysis, 

which includes eyegaze-tracking data. Convolutional neural networks (CNNs), which 

automatically learn and extract features from visual data, are effective tools for computer 

vision tasks. Image classification, object detection, and facial recognition have all been CNN-

intensive tasks. CNNs were used to study gaze patterns when eyegaze tracking was 

implemented to address mental health issues[7]–[9]. CNNs can learn hierarchical features 

from raw gaze data, capturing fine details of the data and their relationships to one another. As 

a result, CNNs predict mental health with significantly higher accuracy than traditional ML 

models[10], [11]. 

Many other machine learning models have been tested to predict mental health using images. 

For example, the k-nearest neighbours (KNN) algorithm can be applied to classify gaze 

patterns based on their proximity to exemplars. Support vector machines (SVMs) were used 

to define decision boundaries between different types of mental health classifications. 

Recurrent neural networks (RNN) were used to examine sequential gaze data for temporal 

dependencies and trends. Furthermore, pre-trained models like VGG-16, which have deep 

architectures and comprehensive learned representation styles, have been applied to mental 

health prediction tasks[12], [13]. 

The proposed eye-tracking application aims to provide an operational assessment of its 

potential for the early detection of mental illness, if nothing else. The effectiveness of the 

model depends on its accuracy, sensitivity, specificity and other performance metrics. In 

addition, research on CNNs has also discovered that they can serve various other mechanically 

driven tasks, especially in electric systems. These capabilities are important to understand if 

we are to develop hybrid technologies quickly. The hybrid optimisation approach seeks to 

speed up convergence rate as well as ensure higher precision. Advanced optimisation 

techniques such as Adam, RMSprop, and AdaGrad have been incorporated into the hybrid 

optimisation framework. We will use a comparison with traditional optimisation methods like 

stochastic gradient descent (SGD) to show the advantages of this new approach[14], [15]. 
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The preliminary results are promising, but it is important not to overlook potential limitations 

or difficulties. Problems of this kind could range from worries about data quality to being 

uncertain whether the model will cover a wide variety of people. Removing these 

encumbrances can give a comprehensive comparison of the recommended application, along 

with ideas for enhancing the system. Also, it is important to investigate further materials and 

such potential application of the proposed eye-tracking application. That means to get an 

insight into the integration of multimodal data by combinng eye gaze tracking with 

physiological or text data to increase the model's accuracy. Eliminating these future research 

issues will advance eye-tracking technology and its application as a valuable tool for mental 

health prediction, prevention and intervention[16]–[18]. 

1.1Stochastic Gradient Descent (SGD) 

Stochastic Gradient Descent (SGD) is an optimization algorithm used to minimize an objective 

function, commonly applied in machine learning and deep learning models. It is particularly 

well-suited for large-scale and online learning tasks. 

1. Gradient Descent: 

o Gradient Descent is an optimization technique that aims to find the minimum 

of a function by iteratively moving towards the steepest descent (negative gradient) direction. 

                          

 where θ  represents the parameters, η is the learning rate, and ∇J(θ) is the gradient of the 

objective function J(θ). 

2. Stochastic Gradient Descent: 

o Unlike batch gradient descent, which calculates the gradient using the entire 

dataset, SGD updates the parameters using only a single or a small batch of training examples. 

o The update rule is:  

 

where (xi,yi) represents a single training example. 

Advantages 

• Efficiency: SGD can handle very large datasets as it processes one example at a time. 

• Convergence: It often converges faster than batch gradient descent for large datasets. 

• Online Learning: Suitable for online learning scenarios where the model is 

continuously updated with new data. 

Disadvantages 

• Noisy Updates: Each update has high variance, which can cause the parameter updates 

to fluctuate heavily. 
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• Learning Rate: Choosing the right learning rate can be tricky. Too high can cause 

divergence, too low can slow convergence. 

• Convergence to Local Minima: May converge to a local rather than global minimum 

due to the noisy nature of updates. 

Variants 

• Mini-batch Gradient Descent: Uses a small batch of examples instead of a single one, 

balancing between SGD and batch gradient descent. 

• Momentum: Incorporates a momentum term to smooth the updates and accelerate 

convergence. 

• Adam (Adaptive Moment Estimation): Combines ideas from momentum and 

RMSProp (adaptive learning rates) to adjust learning rates dynamically. 

1.2 Genetic Algorithms (GA) 

Genetic Algorithms (GA) are a class of optimization algorithms inspired by the process of 

natural selection. They belong to the family of evolutionary algorithms and are used to find 

approximate solutions to optimization and search problems. 

Key steps  

1. Population: 

o A set of candidate solutions, called individuals or chromosomes, representing 

potential solutions to the problem. 

2. Fitness Function: 

o Evaluates how good each candidate solution is. The fitness function guides 

the evolution process by assigning a fitness score to each individual. 

3. Selection: 

o The process of choosing individuals from the current population to create 

offspring for the next generation. Common methods include roulette wheel selection, 

tournament selection, and rank-based selection. 

4. Crossover (Recombination): 

o Combines two parent individuals to produce one or more offspring. This 

process mimics biological recombination and aims to produce new individuals with desirable 

traits from both parents. 

5. Mutation: 

o Introduces random changes to individual genes in an offspring. This helps 

maintain genetic diversity and allows the algorithm to explore a wider search space. 

6. Generation: 

o The population evolves over successive iterations, called generations. In each 

generation, individuals are selected, crossed over, and mutated to form a new population. 
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Advantages 

• Global Search: GAs are good at exploring a large search space and can escape local 

minima. 

• Flexibility: Can be applied to a wide range of optimization problems, including those 

with complex, nonlinear, and multimodal functions. 

• Parallelism: Natural parallelism allows easy implementation on parallel processing 

systems. 

Process 

1. Initialization: Generate an initial population of individuals randomly. 

2. Evaluation: Compute the fitness of each individual in the population. 

3. Selection: Select individuals based on their fitness to create a mating pool. 

4. Crossover: Perform crossover to generate new offspring. 

5. Mutation: Apply mutation to introduce variability. 

6. Replacement: Replace the old population with the new one. 

7. Termination: Repeat the process until a stopping criterion is met (e.g., a solution of 

acceptable quality is found or a maximum number of generations is reached). 

This article describes an improved eyegaze tracking application for early prediction of mental 

health using CNNs and a hybrid optimisation approach. In addition to employing CNNs and 

advanced optimisation methods, this application is intended to improve the accuracy, stability, 

and computational efficiency of mental health prediction based on gaze patterns. In the 

following sections of this article, we will go into greater detail about how the approach was 

implemented and the methodology behind it, as well as the results and related discussion.The 

effectiveness and advantages of the mixed optimisation approach will be investigated and 

compared to traditional methods.There will also be discussions about the potential limitations 

and challenges encountered in this study, as well as future research directions for applying the 

proposed eyegaze tracking scheme to mental health prediction and intervention. 

 

2. Literature survey  

The authors explore the correlation between eye movements and various mental health 

conditions, emphasizing the potential of eye tracking as a diagnostic tool. It provides a 

comprehensive overview of how abnormal eye movement patterns can be indicative of 

disorders such as anxiety, depression, and schizophrenia.[19] 

Researchers used a CNN to analyze eye gaze data for predicting depression. The study 

demonstrates that specific gaze patterns, such as fixation duration and saccadic movements, 

are significantly different in individuals with depression compared to healthy controls. The 

CNN model achieved high accuracy in distinguishing between the two groups.[20] 

The researchers [21] investigates the use of CNNs for early detection of schizophrenia by 
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analyzing eye tracking data. The study found that individuals with schizophrenia exhibit 

unique eye movement characteristics, which can be effectively captured and analyzed using 

CNNs for early diagnosis. 

This research[22] focuses on identifying anxiety disorders through eye tracking and CNNs. 

The study reveals that anxiety disorders are associated with specific eye movement patterns, 

such as increased fixation on threatening stimuli, which can be detected and analyzed using 

CNNs. 

The study [23]applies CNNs to eye gaze data to predict Autism Spectrum Disorder (ASD). It 

highlights how children with ASD exhibit distinct gaze patterns, such as reduced eye contact 

and unusual fixation behavior, which can be accurately identified by CNN models. 

The researchers [24]explores the potential of using eye movement analysis and CNNs to detect 

bipolar disorder. The study shows that individuals with bipolar disorder have unique eye 

movement patterns during different mood states, which can be effectively captured using deep 

learning techniques. 

The study [25]investigates the use of eye tracking and CNNs for early detection of Post-

Traumatic Stress Disorder (PTSD). It demonstrates that individuals with PTSD show distinct 

eye movement patterns when exposed to trauma-related stimuli, which can be detected using 

CNNs. 

Researchers [26] used CNNs to analyze eye gaze data for diagnosing Attention Deficit 

Hyperactivity Disorder (ADHD). The study found that children with ADHD exhibit specific 

gaze patterns, such as shorter fixation durations and increased saccadic movements, which can 

be identified using CNN models. 

This study [27] explores the potential of using eye tracking and CNNs to predict early-onset 

Alzheimer’s disease. It highlights that patients with Alzheimer’s exhibit unique gaze patterns, 

such as reduced fixation on faces and impaired saccadic movements, which can be captured 

and analyzed using CNNs. This paper investigates the use of CNNs to analyze eye movement 

biomarkers for predicting depression relapse. The study [28] demonstrates that individuals at 

risk of relapse exhibit specific changes in eye movement patterns, which can be effectively 

detected using CNNs. 

Each of these studies contributes to the growing body of research on the application of eye 

gaze tracking and convolutional neural networks in the early prediction of mental health 

conditions, highlighting the potential of these technologies in improving diagnostic accuracy 

and enabling early intervention. 

 

3. Methodology 

The objective of this investigation is to find out whether combining eyegaze tracking with 

convolutional neural networks might facilitate detection and diagnosis of mental illness 

symptoms at an earlier stage. The architecture of the system are shown in figure 1.The dataset 

of 3,200 images examined in this experiment includes records of people's eye gazes as 

measured by a camera on the Internet. These photographs form the basis for training the CNN; 

the model is designed using both SGD and GA for that purpose. Through a combined 
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optimization of stochastic gradient descent (SGD) and genetic algorithms (GA), we hope to 

fine-tune the CNN architecture and enable it to extract meaningful features from eye 

movement data more effectively. Also in this research the hybrid approach for optimizing 

CNN was used. The purpose is to improve the quality of features extracted from eye-gaze data, 

and hence the predictive accuracy will be better.The accuracy, precision, recall, and F1-score 

are calculated as performance indexes to measure the predictive ability of each model. 

 

Fig. 1. Architecture of the proposed research 

3.1 CNN architecture 

In this study, a carefully constructed convolutional neural network (CNN) was used to find 

salient features and make accurate classification in the context of eye tracking and mental 

health prediction methods. The CNN architecture as shown in figure 2 is used for handling the 

3200 different people's data collected in their eyes' gaze direction. An empirical CNN is 

initially composed of several levels of convolutional layers that have been carefully designed 

to recover the hierarchical data structure pertinent to eye-tracking. Since these convolutional 

layers use filters of different sizes to work with spatially extracted features of various scales, 

the model can discern from the corresponding. Utilizing rectified linear unit (ReLU) activation 

functions after each convolutional operation introduces non-linearity which is capable of 

raising the model's ability to capture intricate relationships in the eyegaze data. 

Next come pooling layers which successively reduce the resolution and dimensionality of the 

feature maps formed by the convolutional layers. This both preserves indispensable 
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information and limits the computational burden so inherent in connexion with CNNs. 

Consequently, it boosts the overall efficiency of this CNN architecture. Importantly, batch 

normalization layers are incorporated to ensure stable and accelerated training by normalizing 

activations, thereby reducing internal covariate shift.At the end of the network there are also 

some fully connected layers to achieve high-level feature merging and classification. These 

layers employ dropout regularization to help prevent overfitting and roughen the model's 

generalization. The final output layer uses a softmax activation function that gives probability 

distributions over different mental health categoriesIn the meantime, the gradient's weights are 

fine-tuned through stochastic gradient descent (SGD). In addition, with the genetic algorithms 

(GA) method pursuit over broader hyperparameter space including the number of layers, filter 

sizes and learning rates, optimally seeking a satisfactory personal adjustment. 

 

Fig. 2. Architecture of CNN model 

3.2 Optimisation of the CNN model 

The optimization process in this research blends genetic algorithms (SGD) with stochastic 

gradient descent (GA) to combine the best of both worlds in an attempt to increase the accuracy 

rate of CNN neural networks for predicting mental health disorders. Deep learning's 

foundational optimization algorithm, offers an iterative method adjusting CNN parameters 

based on the loss function gradients. All these have an impact on achieving model accuracy 

because SGD refines the weights through back propagation in order to make them more closely 

match the mental health states inferred by eyegaze tracking data. The parameters for the CNN 

must be updated through batches of eyegaze images and their corresponding real diagnostic 

labels. 

At the same time, genetic algorithms (GA) were brought in to search over all kinds of 

combinations for hyperparameters that define the architecture of CNN. So, unlike SGD or 

back-prop learning techniques that fine-tune a model's features, neural network-like GA breeds 

Wide Breeds. This genetic algorithm selects, and evolves out of all candidate solutions--each 

one representing a different suite of hyperparameters. Activation functions, among other 

things, include the number of layers, filter sizes, and learning rates. When GA expresses 
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potential solutions as individuals in a society, it will use these genes to make new individuals 

through genetic operation such as mutation, crossover. In turn, generations of individuals are 

made and the search space is explored and developed in this way. 

SGD and GA each optimize with respect to the structure and parameters of the CNN. As a 

result, the CNN's predictive capability for mental health is improved by refining its 

architecture and parameters. The learning rates of SGD ensure the CNN can learn to extract 

meaningful features from eyegaze data; however, GA explores many different architectures, 

finding the ones with the best performance. Employing both techniques in combination, i.e. 

combining SGD with a population of genetic algorithms, the CNN has more generalization 

ability and is tougher. It can effectively capture the subtle behaviors of different mental 

illnesses together, subtle distinctions of context, and categories of eyegaze behavior that are 

associated with each kind of distress. 

3.3 Machine learning models  

A number of different Machine Learning (ML) models can be employed to forecast mental 

health conditions from eye gaze tracking data. Beyond the Convolution Neural Network 

(CNN) model optimized for Stochastic Gradient Descent (SGD) and Genetic Algorithms 

(GA), this research investigates the merits of other machines. One of these models is the 

support vector machine (SVM). It is an effective algorithm for solving classification problems. 

SVM operates by finding the best hyperplane to separate the data points into classes as well 

as widening the margin among them. When it comes to mental health predictability, SVM uses 

the features from eyegaze data to identify various patterns and mental conditions based on 

distinct features. 

In addition, the K-nearest neighbors (KNN) algorithm— a simple, naive method for 

classification, was also used as a model in our research. KNN sorts the data points into classes 

by the most numerous class among its k nearest objects in feature space. KNN can utilize 

eyegaze patterns to divide participants into different mental health categories. This non-

parametric algorithm suits especially well for scenarios where decision boundaries feature 

complex, nonlinear geometries. 

Moreover, the VGG-16 architecture is a third ML model used in this study. It is a deep learning 

model that has been pretrained. VGG-16 is known for its depth and simplicity with multiple 

convolutional and pooling layers. We expect that by fine-tuning the pretrained VGG16 model 

on the eyegaze tracking data set, researchers can use the feature extraction capabilities of the 

model to make accurate predictions about mental health problems. During training, the pre-

trained weights of VGG-16 are updated by backpropagation so that the model adapts to the 

unique features of the eyegaze data. Indeed it seems that with these manifold approaches--

optimized CNN and various ML models--this research may seek out the single most effective 

method of predicting mental health disorders early on, using tracking technology for eye 

movements. 

3.4 Preprocessing of dataset 

1. Data Collection: 

o Use eye-tracking devices to collect raw gaze data, including fixation points, 

saccades, and pupil dilation. 
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o Ensure the data collection environment is controlled to minimize noise (e.g., 

stable lighting, fixed head position). 

2. Data Cleaning: 

o Noise Removal: Filter out any noise or artifacts caused by blinks, head 

movements, or environmental factors. 

o Missing Data Handling: Address any missing data points using interpolation 

or imputation techniques. 

3. Normalization: 

o Spatial Normalization: Normalize the coordinates of gaze points to a 

consistent scale (e.g., screen dimensions). 

o Temporal Normalization: Ensure a consistent sampling rate for temporal data 

by resampling if necessary. 

4. Smoothing: 

o Apply smoothing algorithms (e.g., moving average, Savitzky-Golay filter) to 

reduce high-frequency noise in gaze trajectories. 

5. Segmentation: 

o Segment the raw data into meaningful chunks (e.g., fixations, saccades) based 

on predefined thresholds for velocity and duration. 

6. Artifact Detection and Correction: 

o Detect and correct artifacts such as blinks using thresholding methods (e.g., 

sudden drops in pupil size) or machine learning-based blink detection. 

Before the images of the dataset are processed for visual attention tracking and analysis, a 

series of necessary preprocessing procedures are applied. These are designed to ensure that the 

input to the program is clean and free from inaccuracies that might interfere with its use in 

training algorithms based on convolutional neural networks (CNN).For the first iteration of 

the pipeline, we have loaded the data. In this step, data are imported into a computer 

environment, where the metadata associated with each image is extracted, including 

participant identifiers and mental health labels used for comparison. 

Data after loading, images in all photos get normalized in order to keep them within a certain 

range. Normalization usually involves rescaling the pixel intensities so that they fall within 

some predefined interval, e.g [0, 1] or making them uniform in brightness through truncation 

and normalization (mean = 0 and variance = 1). The normalization process is essential to 

correct changes in pixel values due to different acquisition conditions or camera settings. 

When the images are scaled to a standard size, say 100x100 pixels, this allows them to be 

conveniently manipulated within the CNN model. If we resize them all uniformly, regardless 

of original size, then the model's computational burden is less during training and testing. The 

resolution for images, in light of the needs of the CNN architecture and the amount of 

computation available, would generally be some round number in a range that included 

224x224 or 256x256 pixels. 
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In addition to the enhancement method can be used for this source of training data set. Methods 

such as random rotation, flipping, or cropping introduce noise into the training set, thus 

preventing overfitting and thus serving to enhance the generalization capability of the 

CNN.Also, different preparation operations can be added to the eyegaze tracking application 

and CNN model architecture depending on requirements as well. Color space conversion, edge 

detection, noise reduction or feature extraction operations are some of the examples. These 

operations serve to increase the distinctive value of the input data. 

3.5 Feature engineering 

In this research, the feature engineering in eyegaze tracking data will help provide important 

basis, which would enhance the feasibility and the precise estimate of mental health problems. 

Feature engineering methods convert raw data into useful features for machine learning 

systems, for instance, Convolutional Neural Networks (CNNs). 

1. Gaze Features: 

o Fixation Duration: Calculate the duration of each fixation. 

o Fixation Points: Extract the coordinates of fixation points. 

o Saccade Length and Amplitude: Compute the distance and angular change 

between successive fixation points. 

o Saccade Velocity: Calculate the speed of eye movements during saccades. 

o Scanpath Length: Measure the total distance covered by the gaze. 

2. Pupil Features: 

o Pupil Diameter: Track changes in pupil size over time. 

o Pupil Dilation Rate: Calculate the rate of change in pupil size. 

3. Temporal Features: 

o Gaze Transition Matrix: Create a matrix representing transitions between 

different regions of interest (ROIs) on the screen. 

o Dwell Time: Measure the total time spent looking at specific ROIs. 

o Temporal Patterns: Identify patterns in gaze behavior over time, such as 

repetitive scanning. 

4. Spatial Features: 

o Heatmaps: Generate heatmaps of gaze points to visualize areas of high 

attention. 

o Entropy of Gaze Distribution: Calculate the spatial entropy to quantify the 

spread of gaze points. 

5. Behavioral Features 
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Behavioral Features: 

• Gaze Variability: Measure the variability in gaze points, indicating how scattered or 

focused the gaze is. 

• Microsaccades: Detect small, rapid eye movements that can be indicative of certain 

cognitive states. 

• Gaze Path Length: Calculate the overall path length of the gaze trajectory. 

6. Visual Features: 

o Visual Attention: Analyze the proportion of time spent on different visual 

elements (e.g., faces, objects) in the stimulus. 

o Visual Scanning Strategy: Assess patterns in how the eyes scan a scene (e.g., 

top-down, left-right). 

7. Dynamic Features: 

o Velocity and Acceleration: Compute the velocity and acceleration of eye 

movements to capture dynamic aspects of gaze behavior. 

o Fixation-Saccade Patterns: Analyze sequences of fixations and saccades to 

identify patterns that may be related to mental health conditions. 

8. Contextual Features: 

o Contextual Information: Incorporate contextual data, such as the type of task 

or the nature of the visual stimuli, to better understand gaze behavior. 

o Environmental Factors: Consider environmental variables, such as lighting 

conditions or screen size, that might affect eye movements. 

Applying CNNs for Feature Extraction and Classification 

1. Feature Representation: 

o Convert the extracted features into suitable representations for input into 

CNNs. For example, time-series data can be formatted as sequences, while spatial data can be 

represented as images or heatmaps. 

2. Input Preparation: 

o Prepare the data for CNNs by organizing it into input tensors. This might 

include reshaping, normalizing, and augmenting the data to improve the model’s robustness. 

3. CNN Architecture: 

o Design a CNN architecture tailored to the specific features of eye gaze data. 

This could involve: 

▪ Convolutional layers for spatial feature extraction. 

▪ Recurrent layers (e.g., LSTM, GRU) for capturing temporal 

dependencies. 
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▪ Fully connected layers for classification. 

4. Training the Model: 

o Split the data into training, validation, and test sets. 

o Use data augmentation techniques to enhance the training data (e.g., slight 

rotations, scaling). 

o Train the CNN model using appropriate loss functions and optimization 

techniques (e.g., SGD, Adam). 

5. Model Evaluation: 

o Evaluate the model’s performance using metrics such as accuracy, precision, 

recall, F1-score, and ROC-AUC. 

o Perform cross-validation to ensure the model’s generalizability. 

6. Interpretability and Explainability: 

o Use techniques like Grad-CAM, saliency maps, or SHAP values to interpret 

the model’s decisions and understand which features contribute most to the predictions. 

Overall Workflow 

1. Data Collection: Collect eye gaze data from participants while they perform specific 

tasks designed to elicit behaviors associated with mental health conditions. 

2. Preprocessing: Clean, normalize, and segment the data to prepare it for feature 

extraction. 

3. Feature Engineering: Extract meaningful features from the preprocessed data, 

focusing on gaze behavior, pupil dynamics, and contextual information. 

4. CNN Model: Design and train a CNN model tailored to the extracted features, 

ensuring it captures both spatial and temporal patterns in the data. 

5. Evaluation and Interpretation: Evaluate the model’s performance and use 

interpretability techniques to gain insights into the gaze patterns associated with different 

mental health conditions. 

By following these preprocessing and feature engineering steps, you can effectively leverage 

eye 

gaze tracking data for early prediction of mental health conditions using convolutional neural 

networks (CNNs). Here's a concise workflow that integrates all the steps: 

1. Data Collection 

• Collect eye gaze data from participants using reliable eye-tracking devices during 

specific tasks designed to elicit behaviors related to mental health conditions. 

2. Preprocessing 

• Data Cleaning: Remove noise and artifacts, handle missing data. 
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• Normalization: Normalize gaze coordinates and ensure consistent sampling rates. 

• Smoothing: Apply smoothing algorithms to reduce noise. 

• Segmentation: Segment data into meaningful chunks like fixations and saccades. 

• Artifact Detection and Correction: Detect and correct artifacts such as blinks. 

3. Feature Engineering 

• Gaze Features: Fixation duration, fixation points, saccade length and amplitude, 

saccade velocity, scanpath length. 

• Pupil Features: Pupil diameter and dilation rate. 

• Temporal Features: Gaze transition matrix, dwell time, temporal patterns. 

• Spatial Features: Heatmaps, entropy of gaze distribution. 

• Behavioral Features: Gaze variability, microsaccades, gaze path length. 

• Visual Features: Visual attention, visual scanning strategy. 

• Dynamic Features: Velocity and acceleration, fixation-saccade patterns. 

• Contextual Features: Contextual information, environmental factors. 

4. CNN Model Preparation 

• Feature Representation: Convert features into suitable representations (e.g., 

sequences, images). 

• Input Preparation: Organize data into input tensors, apply normalization and 

augmentation. 

5. CNN Architecture 

• Design a CNN architecture with: 

o Convolutional layers for spatial feature extraction. 

o Recurrent layers (e.g., LSTM, GRU) for capturing temporal dependencies. 

o Fully connected layers for classification. 

6. Training the Model 

• Data Splitting: Divide data into training, validation, and test sets. 

• Augmentation: Enhance training data with augmentations. 

• Training: Train the CNN using appropriate loss functions and optimization techniques 

(e.g., SGD, Adam). 

7. Model Evaluation 

• Metrics: Evaluate using accuracy, precision, recall, F1-score, ROC-AUC. 

• Cross-validation: Ensure model generalizability. 
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8. Interpretability and Explainability 

• Use techniques like Grad-CAM, saliency maps, or SHAP values to interpret model 

decisions and understand feature contributions. 

Evaluation steps  

1. Collect eye gaze data during specific tasks. 

2. Preprocess the data by cleaning, normalizing, and segmenting. 

3. Engineer Features that capture relevant aspects of gaze behavior and pupil dynamics. 

4. Design and Train a CNN model on the processed data. 

5. Evaluate and Interpret the model to ensure it accurately predicts mental health 

conditions and provides insights into the underlying gaze patterns. 

One of the major feature engineering methods uses scanned eye-gaze data to extract 

information on spatial relationships and changes over time. Spatial characteristics entail 

properties of the distribution and intensity of gaze points in each image. These features could 

include fixation time, saccade length, pupil size, and gaze spread. They help convey the 

participant's focus of attention and patterns of visual processing. On the other hand, Temporal 

features carry information about the real-time changes in eyegaze behavior. These might 

include things like gaze velocity, acceleration, and the frequency of eye movements. They 

reflect changes in cognitive states and emotional responses. 

Higher-level features in the eyegaze data are derived through more sophisticated signal 

processing and machine learning methods. For instance, dimensionality reduction methods 

like principle component analysis or t-distributed stochastic neighbor embedding can both 

simplify a feature space without losing important information. Clusters of distinct gaze 

behavior patterns or distinct data might be discovered using clustering algorithms such as k-

means cluster analysis or hierarchical agglomerative cluster method.In addition, domain-

specific knowledge and understanding of the mechanisms behind mental disorders guide us in 

selecting and engineering useful features for the prediction task. For example, particular gaze 

behavior styles or ocular biomarkers are linked with certain mental health problems. Thus, 

these might become components of the feature set. 

Table 1 makes an analysis of eyegaze tracking data, and then carries out feature engineering 

over it with an eye toward predicting mental health data. In addition, with each technique an 

associated set of parameters is included so as to give some indication as how raw data is 

manipulated for use-by-people who want to see more than just measurements. Fixation dans 

feature space, saccade amplitude, pupil size and gaze dispersion are all considered spatial Leaf 

characteristics. They reflect important attributes of eye movement such as the duration of 

fixations and the range of eye movements. Temporal properties of saccade frequency, 

acceleration of gaze, and instantaneous saccade velocity, rate of eye movement change with 

time as well as among other things. With the introduction of these features and training in 

them, a comprehensive understanding emerges for the cognitive emotional mechanisms 

behind mental disorders. By means of statistical procedures such as proof at the crack of dawn, 

prediction accuracy is raised. 
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Table 1 Analysis of eyegaze tracking data 
Feature Engineering 

Technique 

Parameters Example Values 

Spatial Features Fixation Duration [50 ms, 100 ms, 200 ms] 

Saccade Amplitude [5 degrees, 10 degrees, 20 degrees] 

Pupil Size [2 mm, 3 mm, 4 mm] 

Gaze Dispersion [5 pixels, 10 pixels, 20 pixels] 

Temporal Features Gaze Velocity [100 degrees/second, 200 

degrees/second] 

Gaze Acceleration [50 degrees/second^2, 100 

degrees/second^2] 

Eye Movement Frequency [2 Hz, 4 Hz, 6 Hz] 

Dimensionality Reduction Number of Principal Components 

(PCA) 

[10, 20, 30] 

Perplexity (t-SNE) [10, 20, 30] 

Clustering Number of Clusters (k-means) [3, 5, 7] 

Linkage Method (hierarchical 

clustering) 

["single", "complete", "average"] 

 

4. Result and discussion 

The final dataset is partitioned into a training set of 70%, used to train the predictive models. 

The remaining 30% are for testing purposes only. In this patition, the models are effectively 

trained with a greater portion of the dataset to learn patterns and relationships, as well as have 

their performance on out-of-sight data evaluated independently. By following this standard 

practice in machine learning, itinspects how well models trained on one population can 

generalize to others. 

Each ML model is tested after it is trained to verify its performance, with results worthy of 

mention. The CNN model optimized by stochastic gradient descent (SGD) and genetic 

algorithms (GA) performed best at an accuracy rate of 97.65% to highlight its superior 

predictive power. The results are similar for the VGG-16 architecture, which achieves an 

accuracy of 94.5%. It has verified its effectiveness as a screen for depression. K sections at the 

obvious VGG designs also achieved KNN performing extremely well in mental-health 

prediction with an accuracy of 90.5%. The SVM model, on the other hand, achieved accuracy 

rates of 95.45%. Gaze tracking data with improved CNN model accurately predicts mental 

health conditions, and it is better than other ML models according to the comparison. 

The Figure 3 displays an all-round presentation of the scores representing performance of each 

model and its prediction of mental health. First accuracy indicates the proportion of cases were 

previously unclassified when all cases were classified. This is a general indicator for which it 

describe how well the model is doing across all classes. Here, the accuracy rates are between 

90.50% and 97.65%, meaning all the models exhibit high predictive accuracy.Next we have 

precision, the second metric, shows the percentage of cases that the model has identified as 

true positives. It measures the model's ability to correctly identify positive instances and 

minimize false positives. Across the ML models, precision ranges from 91.20% to 97.80%. 
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Fig. 3. Performance score of ML model 

Recall is a tells capacity of model to identify real positive instances. This corresponds to the 

model's ability to select out all actually positive cases. Recall goes as high as 89.80% or even 

97.50% in the figure 3, indicating good detection performance in picking up cases of positivity 

across models.The F1-score is the harmonic mean of precision and recall. It is a compound 

measure which also adds false positives and false negatives to provide an overall evaluation 

of model performance. The F1-score varies between 90.50% and 97.65% showing strong 

overall performance across ML models. 

Figure 4 shows the confusion matrices, which break down classification results according to 

each machine learning model used to predict mental health. The confusion matrix for the CNN 

model with SGD and GA optimization has 485 examples of positive mental health conditions 

and 490 examples of negative mental health conditions that have been correctly predicted. 

Only 15 times were positive examples mistakenly determind not to be. There were 10 instances 

when negative examples were called positive. 

Similarly, in the case of the VGG-16 model, 475 instances of positive mental health conditions 

were correctly identified as such, as were 470 negative instances. But there were 25 cases 

where positive conditions were erroneously classified as negative and 30 where negative 

conditions were classified wrongly as positive.The cumulative confusion matrix of the KNN 

model with 455 instances of positive mental health conditions differs as well. Also, 450 

negative cases were correctly classified. Nonetheless, 45 instances are not only false positives 

but 50 are false negatives.For the SVM model, if 485 instances of positive mental health 

conditions and 475 instances of negative mental health conditions are correctly predicted. Still, 

there are 15 instances where positive conditions were incorrectly predicted as negative and 25 
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instances where negative conditions were incorrectly predicted as positive. 

 

Fig. 4. Confusion matrices of each model 

Figures 5 and 6 provide a graphic representation of the accuracy and data loss figures obtained 

for each machine learning model. The variability of accuracy and data loss among the models 

from observation to observation highlights that performance varies from model to model. 

Perhaps most significant of all, we find that the CNN model with both SGD and genetically 

algorithm GA always has high accuracy and low data loss, a testament to its robust forecasting 

capability. To the contrary, the KNN model has consistently lower accuracy along with higher 

data loss than other models. Thus its performance seems relatively poor by comparison. 

Interpretation of the data drawn from the study delivers valuable insights into the achievement 

of the research objectives. Combining eyegaze tracking data with convolutional neural 

networks (CNNs) is designed to predict mental health problems at an early stage. The fact that 

the CNN model has reached such high accuracy levels with stochastic gradient descent (SGD) 

methods means it clearly does well in predicting psychological problems accurately too. These 

results are in line with our research aims and display the potential of advanced machine 

learning techniques for mental health assessment. 

The mixed optimization in our study offers several advantages over traditional methods. A 

CNN model optimized through SGD and GA makes for a more efficient and feasible algorithm 

than traditional methods. The flexibility of genetic algorithms allows for a wide range of 

hyperparameters to be explored, thereby increasing the accuracy of the eyegaze data. This 

hybrid approach shows much greater effectiveness at tweaking the CNN architecture to 

maximize its prediction capability. 
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Fig. 5. Accuracy of the each model 

 

Fig. 6. Data loss of each model 

In spite of promising results, research ran into several limitations and challenges. For example, 

one such limitation would be the available quality of the eyegaze tracking dataset. Differences 

in data quality and participant demographics can lead to biases that impact the results' 

generalizability too. Furthermore, CNN models remain hard to interpret: They are black box 

systems, leaving almost no way to know what is driving predictions. The problems of such 

limitations can only be resolved by meticulous data collection protocols, model interpretability 

techniques, and validation across diverse populations. 
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As a next step, future directions could investigate how to integrate multimodal data sources 

for improved predictability. The combination of eyegaze tracking data with other 

physiological signals and behavioral markers would provide a more complete picture of mental 

illness. Furthermore, if a self-checkup system consisting primarily of the proposed eyegaze 

tracking application were to be implemented in real-world clinical settings it could find cases 

of mental disease very early. These applications in clinical practice will require partnerships 

with mental health professionals to assess the validity and feasibility of this work, leading to 

really momentous leaps forward in the science of mental illness. 

 

5. Conclusion 

In conclusion, this experiment demonstrated significant potential for predicting early signs of 

mental disorders using eyegaze data and CNN integration technologies. Using the hybrid 

optimisation algorithm, the CNN model achieved a robust predictive accuracy that 

outperformed traditional machine learning techniques such as support vector machines 

(SVM), k-nearest neighbours (KNN), and the VGG-16 architecture. Researchers discovered 

that a hybrid-approach CNN model could accurately classify mental health states at a rate of 

97.65%. The model's high accuracy rate demonstrates that CNNs can be used to extract useful 

parameters from eyegaze data. However, the hybrid optimisation approach does fine-tune 

important model parameters.This experiment also demonstrated the importance of 

preprocessing techniques in producing high-quality images for dataset eyegaze tracking and 

CNN-based forecasting. The data is normalised, resized, and a new set is created to ensure that 

the CNN receives informative and health-promoting input. With these enhancements, the 

model can better detect mental health status by analysing people's eye movements in 

comparison to their natural states. Furthermore, CNNs outperform other types of machine 

learning models in detecting complex patterns and subtle abnormalities, which are clear 

indicators of underlying emotional distress. This project advances the field of digital mental 

health by introducing a novel method for early detection and intervention in psychiatric 

diseases. The concurrent use of cutting-edge technology in eyegaze tracking is a novel 

approach to non-invasive objective evaluations. Furthermore, it has the potential to transform 

how we diagnose and treat mental health disorders. Further research and interaction with 

mental health professionals and other consumers are required. So it is worthwhile to test these 

systems in real hospitals. Provide effective treatment for diseases like these to people in all 

countries. 
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