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Well log data provides valuable insight into sub-surface lithology and hydrocarbon reservoir. In 

exploration and production industry, log data acquisition is a continuous process over the lifecycle 

of an oilfield. However, poor log data quality due to missing, bad or non-recorded data often leads 

to wrong interpretation and conclusions, leading to poor discovery and recovery of hydrocarbons 

from subsurface reservoirs.  Therefore, it becomes imperative to develop a technique to mitigate 

poor log data quality issues. With this context, we present an    AI/ML based quality control, pre-

processing and prediction workflow developed to predict the missing data by utilizing publicly 

accessible dataset with 24 wells from Volve field within southern Norwegian North Sea. 

We present a workflow developed by loading and liberating data from industry’s leading 

petrophysical interpretation platform.   AI/ML based workflow is developed on a leading AI 

platform and suitable tools are used for visualization of input and output.  The developed workflow 

is intuitive and modular comprising of pre-processing, outlier detection, feature selection and 

clustering to remove irrelevant datapoint, create simple and faster workflow and enable the robust 

and accurate training and prediction workflow. The workflow has been tested to predict density 

(DEN) by using a combination of at least two available log curves – compressional sonic (AC), 

neutron porosity (NEU) and photoelectric factor (PEF), however, is highly flexible and can be 

deployed in various scenarios and can be used with different vintages and combination of log data. 

Comparison of uncertainty between predicted and available log curves is within the tool uncertainty 

confirming the accuracy of prediction and automation brought about resulted in fast tracking the 

overall well log data interpretation and processing.   
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machine learning; artificial intelligence; well log prediction; well log reconstruction.  

 

 

1. Introduction 

The past decade has seen the escalating implementation towards Artificial intelligence (AI) 

and Machine learning (ML), across numerous industries, principally among the “Oil and Gas 

industry” for broader exploring along with production activities levels that have spanned 

through seismic characterization, reservoir modelling, drilling data interpretation, predictive 

data monitoring and modelling [1, 2, 3, 4, 5, 6, 7]. In 2018 alone, more than 1000 papers related 

to AI/ML were published across domains and industries, however, petrophysics is one such 

domain in E & P industry where periodic accomplishments have been stated, generalization 

of machine learning-based framework for processing, interpretation and reconstruction of well 

log data is still in its early stages [5, 7, 8, 9]. 

The “Oil and Gas industry” regards well log data as an important component that can provide 

valuable insight into the subsurface and helps develop reservoir dynamic and static models for 

field development planning and recovery [10, 11].  Density, resistivity and porosity are crucial 

parameters for the evaluation of the reservoir, helping in determining the existence of 

producible hydrocarbons, and determining fluid type-gas, oil, and water along with computing 

porosity, lithology and water saturation [4, 5, 12, 13, 14]. This is ordinary for the log records 

being missing because of certain reasons including hole conditions, broken instruments, loss 

of data or instrument failure due to incomplete logging and inapt storage [15, 16], which could 

lead to the lack of data from certain logged intervals or even from the entire log could be 

missing from the well data. In the recent years, ML based applications are becoming popular 

with geoscientists to predict this missing well data using AI/ML methods.  

Utilizing Artificial Intelligence for data analysis as a technique, enables learning from data by 

identifying patterns and making predictions without any human intervention. Interpretation 

with minimal human intervention does not require any prior petrophysical knowledge and 

works  over a large amount of data, thereby saving critical decision making time. 

In this contribution, by using artificial intelligence-based methods, we attempt to develop an 

automated and rapid way for log data QC for Volve field from offshore Norway. AI/ML based 

workflow was developed utilizing available regional and domain knowledge to automate data 

QC, identify outlier and compare similar logs from nearby wells to generate local and regional 

trend to predict missing logs. This method is unique in the way that in every step we have 

utilized multiple methods to compare output thereby reducing uncertainties.  

1.1 Study area and Consideration 

Our study employs data from a public dataset made available by Equinor for field of Volve 

situated at the Norwegian North Sea’s south section at an 80m water depth in Block 15/9. This 

field was discovered in 1993 with oil being found in the Middle Jurassic Hugin sandstone 

formation, at around 2700 – 3100 m water depth in western part of heavily faulted the 

structure. This field has an estimated recoverable reserve of 78.6 MBPOD and 1.5 bcm of gas 

[17, 18, 19, 20, 21, 22]. Figure :1 shows the 3D view of wells from Volve field (left) and 

location map of Volve field along Norwegian Offshore. 
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Figure 1: Location Map of field and Well locations in 3D 

(Map: Field: VOLVE - Norwegianpetroleum.no (norskpetroleum.no)) 

In the current study, log data from available 24 wells were scanned for its location, deviation 

& log data availability. Out of available 24 wells, 14 wells were selected for initial training of 

the data. The selection of wells was based on overall wider distribution, available log data and 

depth ranges and hence was utilized for training and predicting log curves. We considered the 

combination of Triple combo log curves – Bit Size (BS), Caliper (CALI), Deep Resistivity 

(RDEP), Gamma Ray (GR), Medium Resistivity (RMED), Bulk Density (DEN), 

Compressional Slowness (AC) and Neutron Porosity (NEU) for analysis, however, utilized 

the combination of Bulk Density (DEN), Compressional Slowness (AC) and Neutron Porosity 

(NEU) for training and prediction.  

 

 

Table 1: Data Footprint of Volve field 

In the workflow we trained the algorithm to predict one of the following logs (Neutron Porosity 

(NEU) or Bulk Density (DEN)) which are the most critical log curves for understating 

saturation and hydrocarbon potential of the reservoir. While the method devised in this study 
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AC Compressional Slowness us/ft X X X X X X X X X X X X X X X X X X X

BS Bit Size in X X X X X X X X X X X X X X X X X X X X X X X X

CALI Caliper in X X X X X X X X X X X X X X X X X X X X

DEN Bulk Density g/cm3 X X X X X X X X X X X X X X X X X X X X

DENC Bulk Density Correction g/cm3 X X X X X X X X X X X X X X X X X X X X

GR Gamma Ray gAPI X X X X X X X X X X X X X X X X X X X X X X X X

NEU Neutron Porosity v/v X X X X X X X X X X X X X X X X X X X X

PEF Photoelectric Factor b/e X X X X X X X X X X X X X X X X X X X

RDEP Resistivity -  Deep ohm.m X X X X X X X X X X X X X X X X X X X X X X

RMED Resistivity -  Med ohm.m X X X X X X X X X X X X X X X X X X X X X X

ROP Rate of Penetration m/h X X X X X X X X X X X X X X X X X X

INDEX X X X X X X X X X X X X X X X X X X X X X X X X

SURVEY X X X X X X X X X X X X X X X X X X X X X

TL_ WellPath X X X X X X X X X X X X X X X X X X X X X X X X

ZONATION_ 1 X X X X X X X X X X X X X X X X X X X X

INVENTORY

Borehole Names

https://www.norskpetroleum.no/en/facts/field/volve/
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could predict multiple well log curves together, however we restricted our discussion and 

results in this paper to predicting one missing log curve (per interval or per well). Table:1 

shows the listing of all log curves available per well along with other information used while 

creating the well log database in industry standard log interpretation application. 

 

2. Materials and methods 

2.1 System Architecture 

The complete AI/ML based well logs QC and reconstruction diagram is shown in Figure 2, 

which is subdivided into three major parts. 1. Wellbore platform which acts as well-database, 

2. AI platform where liberated data is put through various AI/ML based workflows and finally 

3. UI Software which acts primarily as visualization layer and is integrated across previous 2 

steps. 

 

Figure 2: AI/ML Based LogQC, editing and reconstruction workflow. 

2.1.1 Wellbore Platform 

Wellbore Platform is the key component of system architecture, where data is loaded in an 

industry standard wellbore interpretation platform to ensure that basic petrophysical 

parameters e.g. Well Name, Borehole name, units, depth information, well log curve name, 

units are all available and harmonized across all the wells. A total of 24 borehole data was 

loaded with 11 log curves per well along with zone and deviation survey information (as per 

Table 1). Once database is verified to be harmonized across the wells, data is liberated from 
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the wellbore interpretation platform to AI platform for design, deployment and management 

of AI/ML logic and model. 

2.1.2 AI Platform 

An Industry standard AI Platform was used to create and run AI logic, wherein liberated 

database was subjected to train and predict using various AI/ML algorithms. Figure:3 shows 

the snapshot of AI workflow created in industry’s leading platform which is a combination of 

folders, data sets, flow processes and recipes. 

 

Figure 3: Underlying AI platform workflow 

a) AI Platform Database 

In AI Platform database, 24 well data which was liberated from wellbore interpretation 

platform is reviewed and key well list is identified based on completeness of data availability. 

A total of 14 wells were selected as key wells and a set of 7 log curves – Bulk Density (RHOB), 

Compressional Slowness (AC), Deep Resistivity (RDEP), Gamma Ray (GR), Medium 

Resistivity (RMED), Neutron Porosity (NEU), and Photoelectric Factor (PEF) were selected 

for being utilized in succeeding pre-processing and the processing stages of work. 

b) Data Cleansing and Transformation 

In this stage basic mathematical equations were created to do quick quality check (QC) of the 

data which included data clipping (if data present is beyond the specified range), identify and 

remove anomalous log values, remove constant continuous values or required logarithmic 

transformation (for certain prediction workflows e.g. permeability). This stage could 

undertake data QC for all the specified wells in fraction of seconds, thereby providing huge 

efficiency gain to the interpreter. Figure 4 provides the interface to Data Cleaning and 

Transformation workflow created and used as part of this work. 
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Figure 4: AI/ML Based Data QC, Cleaning and Transformation workflow. 

c) Wells and Variables Selection 

In this stage of the workflow, wells and log curves are selected for specific part of the ML 

workflows – outliers’ detection, feature selection, clustering and ML training for prediction. 

This was created specifically to act as central place to manage all the available wells and 

variables. Specific wells and variables were selected for each part of the workflow. Figure:5 

highlights the dataset selection for various AI/ML workflow. Left side of the screen shows 

data available in database and right-hand side shows dataset selected for a particular workflow. 

 

Figure 5: ML QC and Well Selection workflow. 

d) Logs Outlier Detection 

Outlier detection is one of the key steps in the current workflow which intends to detect outliers 

in the data, which are primarily the data points which does not honor the general trends and 

look significantly different from the other samples. In the current work, Outlier detection was 

performed utilizing three different algorithms; “One-class Support Vector Machine (SVM)”, 

“Isolation Forests (IF)”, and “Local Outlier Factor (LOF)” [12]. Figure6 shows the output 

(cross-plots) between various log curves after the outlier detection workflow was run using 

LOF algorithm. 
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Figure 6: Outlier detection workflow with different methods. 

e) Features Selection 

Features Selection is yet another important step in the present workflow, wherein predictive 

model is built free from correlated variables, biases and unwanted noise. Five different 

methods – Boruta, Correlation Coefficient, Lasso, Principal Component Analysis (PCA) and 

Variance Threshold were used in the Features selection steps and results were compared to be 

used for Clustering.  

 

Figure 7: Feature Selection workflow comparing results from various methods. 

Figure 7 highlights the key results after the Feature Selection workflow was run to compare 

results from all 5 algorithms  

f) Clustering 

Clustering offers ML algorithms to cluster data as per well based on selected logs response 

and identified wells cluster.  A set containing log data points is clustered when they are 

grouped together to ensure that individuals with comparable features (referred to as clusters) 

appear more comparable (in some ways) to one another compared to the ones in other 

categories. In the current work, Gaussian Mixture Models (GMM) [23] based clustering 

method was utilized as this is more reliable since it can identify rectangular clusters and 

calculate the likelihood that all samples will be assigned to a certain cluster [24]. Figure 8 
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highlights the key results (cross plots) after the clustering workflow was run.  

 

Figure 8: Clustering workflow showing first pass results as displayed in cross-plot. 

g) ML Training and Prediction 

In the ML training and prediction stage, the workflow first trains the intelligence based on 

provided data and predicts missing logs where two input logs are present, at minimum. As 

seen through the present work, the authors leveraged Random Forest [25] algorithm to predict 

log data, which has proved presence of dominance over preceding “Machine Learning 

models”. These ML models include “Neural Networks” [26] and “Support Vector Machines” 

[27]. An ensemble technique where the training of multiple regression trees is undertaken and 

output is aggregated leading to final prediction is known as Random Forest technique [9]. 

Figure 9 highlights the key results (cross plots) after the ML Training and Prediction workflow 

was run.  

 

Figure 9: Machine Learning Training and prediction workflow 
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3 Results and Discussion 

3.1 Outliers Detection 

Outlier detection is a significant step among others for the development of Log QC and 

prediction workflow that aims to detect outliers in data which are data samples significantly 

different from others. In the current work, authors used “One-class Support Vector Machine 

(SVM)”, “Isolation-Forests (IF)”, and “Local Outlier Factor (LOF)” for comparing results. 

LOF is an unsupervised method which measures the change in a data point’s density compared 

to its neighbors and recognizes points having less density and assigns an anomaly score called 

LOF score, and “LOF”,  contrasting to other algorithms, permits a level of anomaly to every 

one of the samples as an alternative to an outlier or inlier flag allocation to the sample, that is 

called Local Outlier Factor [28].  One-Class Support Vector Machine (SVM) is also known as 

an unsupervised outlier detection method; nevertheless SVM captures the majority class 

density, it tends to classify outliers which falls outside the majority class boundary. In Isolation 

Forest (IF) is also an unsupervised model and like Random Forest it also utilizes decision tree 

based on the fact that abnormal samples are few and different.  

By comparing the outputs (Figure: 10, 11 and 12 and Table:2) from three algorithms, authors 

found the LOF method provides most geologically representative and accurate results, which 

is due to LOF method not taking any of prior assumptions about the data distribution and 

identifying local outliers rather than global ones. Comparing the three figures – Figure: 10 

(LOF), Figure: 11 (SVM) and Figure: 12 (IF), wherein a total of 14,451 log samples were 

analyzed, Figure:10 clearly depicts the nearby samples to be inliers while further away samples 

are flagged as outliers due to their lower density. In Figure: 11 and 12, even the nearby sample 

have been flagged as Outliers, hence geologically not accurate. 
Method LOF IF SVM 

Total Analyzed Samples 14451 14451 14451 

Total Outlier points 195 148 197 

Table:2 Comparison of Total Vs Outlier datapoints through algorithms 

 

Figure: 10 Cross plot of Density Vs Sonic Curve, showing Outliers identified in RED color 

using LOF method, marked in circles 
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Figure: 11 Cross plot of Density Vs Sonic Curve, showing Outliers identified in RED color 

using SVM method, marked in circles 

 

Figure: 11 Cross plot of Density Vs Sonic Curve, showing Outliers identified in RED color 

using IF method, marked in circles 

3.2 Feature Selection 

The procedure of selecting relevant features in relation to input in ML algorithms is known as 

“Feature selection”. The goal of this feature selection in ML is to decrease the amount of input 

features through eradicating unrelated or unnecessary features thus simplifying the ML 

models, and improving the runtime required for ML training and consequently accuracy of the 

models. In the present work, authors utilized and implemented 05 different methodologies - 

Boruta, Correlation Coefficient, Lasso, Principal Component Analysis (PCA) and Variance 

Threshold to help select the most appropriate and relevant features for clustering and log 

prediction steps. In Figure: 12, Feature selection was executed for three target variables: Sonic 

(AC), Density (DEN) and Porosity (NEU). The Target_Var was being compared to all the 

input variables and  
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Figure: 12 Feature Selection process results after successful execution. 

and Output was compared in the form of relevant_var. Corresponding plots Figure:13 and 14 

provides correlation and trends with respect to input vs target variables. In Figure:13, it can be 

visualized that Sonic (AC) shows good correlation with DEN, NEU and PEF. 

 

Figure: 13 Cross Plot of Sonic Curve (AC) along y-axis Vs Various input curves (x-axis) 

along with predicted trend line 
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Figure: 14 Results from Corr-Coeff, PCA, Lasso and Variance threshold for Feature 

Selection 

From Figure: 14, comparing results from Correlation Coefficient, Principal Component 

analysis and variance threshold plot, similar observations that Sonic (AC) shows good 

correlation with DEN, NEU and PEF. All plots display ‘RANDOM’ variable, which is 

generated automatically and randomly to QC and check methods results. In the current work, 

more off the variable having lower correlation (RMED, RDEP, GR) with target (AC, DEN or 

NEU) comparing to ‘RANDOM’ will only introduce noise in the model. Hence for clustering 

and ML log interpretation, AC, DEN and NEU has been selected as key variables. 

3.3 Clustering 

Following the execution of Feature selection and removing irrelevant features in data and 

identifying most co-relatable variables, Clustering detection process was run in the present 

study. Probabilistically, it can be presumed that clustered data can be derived from various 

distributions of probability (for example, t-disatribution or Gaussian). Either that, otherwise it 

is derived from a parametrized matching distribution in a different way [9]. Mixture models 

clustering intends to obtain the data distribution parameters [29].  In the present study, two 

algorithms were designed - Gaussian Mixture Models (GMM) [23] and Stratigraphy based. 

Since for Stratigraphy methods, not all data was available for Volve field, authors decided to 

use Clustering based on GMM which follows multivariate Gaussian distributions. To identify 

the cluster optimal quantity, an “Akaike Information Criterion “/”Bayesian Information 

Criterion” plot had been employed, which provided a range of 8-21 to be the ideal range of 
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clusters. In the present work, total 10 clusters were used to be predicted.  

 

 

Figure: 15 AC-DEN-NEU Cross plots highlighting identified clusters following GMM 

Clustering 

In Clustering, first a data subset was used for training the data and the results were saved in 

model for prediction. Subsequently, the model was run on the entire dataset using the trained 

data. Figure:15, highlights well defined clusters in the dataset which correlates all across the 

wells and range of values which signifies the model is ready to be used for ML training and 

prediction. 

3.4 Machine-Learning Log Prediction  

After the Clustering process was executed and 10 clusters of data was predicted, first ML 

Training and then ML Prediction using the Random Forest method. In our data set, DEN was 

predicted, whenever at least two of the curves AC, NEU, PEF was available in the well. The 

results were visualized using Cross-plots of both input and final logs. Figure: 16 highlights the 

input and prediction NEU, DEN and AC with 10 cluster and excellent correlation.  
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Figure: 16 ML Log Prediction results display in AC-NEU-DEN Cross plots 

3.5 Validation and Uncertainty 

In the present work, the uncertainty was calculated by comparing the values of predicted logs 

Vs original logs for all 24 wells and the uncertainty of prediction was comparable to the 

acquisition tool uncertainty. 

 

4 Conclusions 

In the present work we built interactive AI/ML assisted well log data QC prediction workflow 

and tested on publicly available Volve dataset from Norwegian Offshore. The dataset loaded 

in industry leading petrophysics interpretation platform is used to quickly load, prepare and 

liberate data to AI platform where data undergoes pre-processing, outlier detection, Feature 

selection and clustering to enable the robust Training and prediction workflow. Data available 

for 24 wells and triple combo log curves – AC, NEU, DEN and PEF along with GR, RDEP 

and RMED were used in the workflow, to predict DEN by using a combination of at least two 

available log curves – AC, NEU and PEF. The uncertainty of prediction was comparable to 

tool uncertainty thereby signifying the confidence in the predicted results. The developed 

workflow is highly flexible and can be deployed in various scenarios and can be used with 
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different vintages and combination of log data.  

The quality of predicted logs highlighted does not need any further manual intervention for 

more than 80% of the cases and can be used directly in various geological and petrophysical 

workflows thereby significantly automating the overall workflow and reducing the overall 

interpretation time.   
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