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Agriculture plays a crucial role in the global economy and food supply, with tomatoes being 

particularly important due to their nutritional and culinary value. Effective management of tomato 

plant diseases is essential for maintaining productivity and ensuring a stable food supply. 

Predominant diseases affecting tomato leaves, such as Bacterial Spot, Tomato Mosaic Virus, and 

Tomato Yellow Leaf Curl Virus, pose significant challenges to crop yield. Addressing these 

concerns, our study presents a refined machine learning-based methodology to improve the 

accuracy of disease classification in tomato plants. Our study, the methodology involves a series of 

steps including pre-processing, morphological reconstruction, and the formulation of a multi-scale 

gradient image. This process incorporates the use of both internal and external marker images to 

accomplish precise segmentation, followed by the generation of a watershed segmented image. This 

crucial step facilitates the extraction of distinctive features that are vital for the ensuing 

classification stage. Our evaluation contrasts various machine learning classifiers, namely Support 

Vector Machines (SVM), Random Forest Classifier (RFC), Logistic Regression, and XGBoost, 

within the context of this advanced methodology. In the existing method, SVM registered an 

accuracy of 91%, while Random Forest, Logistic Regression, and XGBoost each attained an 

accuracy of 90%. Enhancement of the method by including hue moments, haralick features, and 

the novel addition of Gabor features, culminated in a significant uptick in performance. The 

proposed approach has achieved better results than the existing method, with the SVM classifier 

attaining a superior accuracy of 93%, compared to the existing SVM's accuracy of 91%.  

 

Keywords: Support Vector Machines (SVM), Watershed Segmentation, Machine Learning, 

Tomato Plant Diseases, Feature Extraction.  

 

 

1. Introduction 

Agriculture plays a pivotal role in the global economy, providing food, raw materials, and 

employment to billions of people. Among the myriad of crops cultivated, the tomato plant 
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(Solanum lycopersicum) stands out due to its nutritional value and widespread consumption. 

However, the productivity and quality of tomato crops are severely threatened by various 

diseases, including Bacterial Spot, Tomato Mosaic Virus, and Tomato Yellow Leaf Curl Virus. 

These diseases not only diminish the yield but also affect the quality of the tomatoes, leading 

to significant economic losses worldwide. The causes of these diseases are multifaceted, 

involving complex interactions between the tomato plant, pathogens, and environmental 

conditions. Bacterial Spot is caused by different species of Xanthomonas, which are capable 

of infecting the plant through wounds or natural openings, leading to necrotic lesions. Tomato 

Mosaic Virus, a member of the Tobamovirus genus, is mechanically transmitted and can cause 

systemic necrosis in susceptible tomato cultivars. Tomato Yellow Leaf Curl Virus, a 

Begomovirus transmitted by whiteflies, induces severe symptoms such as yellowing and leaf 

curling, significantly reducing the plant's photosynthetic capacity (Abrahamian et al., (2021); 

Potnis et al., (2015); Czosnek and Laterrot (1997); (Xu et al. (2021); Navas- Castillo et al. 

(1999); Wang et al., (2022); Shen et al., (2020)). Geetha et al., (2020) conducted a study 

focusing on the recognition and classification of diseases in tomato plants, which are crucial 

for preventing significant losses in quantity and yield. They utilized image processing 

techniques and algorithms to address these issues. The study consisted of four stages: pre-

processing, leaf segmentation, feature extraction, and classification. Pre-processing was used 

to remove noise, while image segmentation was employed to isolate affected areas of the 

leaves. The k-nearest neighbors (KNN) algorithm, a supervised machine learning approach, 

was implemented for classification and regression tasks. The study also recommended 

treatment based on the identified diseases. Overall, the paper presented a method for leaf 

disease detection using image processing, which provides quick and reliable results to farmers 

based on color, shape, and texture analysis. Zhao et al. (2008) discusses an improved 

watershed algorithm based on opening-closing operations and distance transform to overcome 

the over-segmentation issue common in classical watershed segmentation. Their method 

retains the advantages of the watershed algorithm based on distance transform, enabling 

successful segmentation of individual dowels in images, which aids in computer vision and 

automatic counting tasks. The technique also preserves the original edges of each dowel, 

overcoming the over-segmentation problem typically associated with traditional watershed 

segmentation. Li and Li (2014) introduce an enhanced watershed algorithm for bridge image 

segmentation to address the over-segmentation issue. They utilize top-hat and bottom-hat 

transformations for image filtering, a multiscale approach for computing morphological 

gradient images, and an automatic calculation of the marker-extraction threshold based on 

gradient map statistics. This improved algorithm incorporates region merging based on fisher 

distance and adheres to the divergence principle to resolve over-segmentation in initial 

watershed segmentation, demonstrating its feasibility and effectiveness through various 

experiments. Zhang and Xu (2012) presents an improved watershed algorithm based on 

gradient transform, open-close reconstruction, and distance transform, specifically designed 

to mitigate the sensitivity to noise of traditional watershed algorithms. Their experiments show 

that this enhanced algorithm performs well in cell image segmentation, indicating its potential 

for effective application in similar domains. Hai et al. (2016) proposes a medical image 

segmentation approach combining K-means clustering and an improved watershed algorithm. 

They introduce the concept of similarity to refine the watershed algorithm and merge adjacent 

tiles from the initial segmentation. Their method effectively addresses the over-segmentation 
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issue prevalent in traditional watershed techniques, achieving satisfactory results in magnetic 

resonance image segmentation. Nasir and Fajri. (2019) conducted a study focusing on the 

management of rice plants, which are a staple food in Indonesia. The study aimed to increase 

production and farmer opinion through the innovative and dynamic use of technology in 

collaboration with farmers. Specifically, the researchers aimed to develop appropriate 

technology facilities to help farmers identify leaf diseases that occur during the growing period 

of rice, thereby enhancing production. The study applied the Gray Level Co-Occurrence 

Matrix method to extract feature values from rice leaves and used differences in leaf patterns 

to identify each rice leaf pattern, leading to the diagnosis of leaf diseases. The accuracy of the 

system developed in this study was reported to be 72.5%. Xian and Ngadiran. (2021) 

conducted a study on plant disease classification using image analysis and machine learning 

techniques, specifically Extreme Learning Machine (ELM). The researchers pre-processed 

leaf images and extracted features using Haralick textures. They trained an ELM classifier on 

a dataset of tomato plant leaves and achieved an accuracy of 84.94% in disease classification, 

outperforming models like Support Vector Machine and Decision Tree. This research has 

implications for early disease detection in agriculture, potentially improving crop yield and 

food security. Jos and Venkatesh. (2020) conducted a study on color-based texture 

classification for identifying plant diseases using machine vision. They applied texture features 

from literature to assess their effectiveness for Mango and Tomato plants. The study evaluated 

different statistical functions and found that Gray Level Co-occurrence based statistics were 

effective for distinguishing between smooth new leaves, dry leaves, and growth patterns. 

However, these values failed to discriminate tomato diseases effectively. To address this, the 

researchers proposed a novel method utilizing second-order statistics on a pseudo-color based 

co-occurrence matrix, resulting in improved classification for three tomato diseases. The study 

suggests that this method could be applied for early disease detection in various plants, 

assisting farmers in taking corrective measures to prevent yield loss. Manik et al., (2020) 

conducted research on plant classification based on leaf texture using image analysis 

techniques. Indonesia's rich plant diversity necessitated strategic steps for recording and 

identifying plants in the country. The Gray Level Co-occurrence Matrix (GLCM) method was 

employed for feature extraction from leaf images. The k-Nearest Neighbor (k-NN) method 

was implemented for classification, with the research showing that the accuracy of 

classification using GLCM with a k value of 3 was 83%. It was observed that the choice of the 

parameter k influenced the classification results, with higher k values leading to lower 

accuracy. Some classification errors occurred due to the similarity in the extracted traits from 

GLCM, resulting in a narrow range of values. Jeyalakshmi and Radha. (2020) aimed to 

automatically classify diseased potato and grape leaves from healthy ones. They used a sample 

size of 3000 and 4270 images for potato and grape leaves, respectively, obtained from the 

PlantVillage dataset. Color features such as average Red, Green, Blue, and Hue intensities of 

the lesion region were calculated, along with texture features including Contrast, Dissimilarity, 

Homogeneity, Energy, Correlation, ASM, and Entropy from the lesion region. Additionally, 

histogram features such as mean and standard deviation were extracted from the infected 

region. Data normalization was performed to bring all features to a common scale. Naïve 

Bayes, K Nearest Neighbor, and Support Vector Machine classifiers were applied to the 

feature sets. The dataset was split into 80% for training and 20% for testing. The classifiers 

achieved accuracies of 88.67%, 94.00%, and 96.83% for potato leaves, and 81.87%, 93.10%, 
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and 96.02% for grape leaves, respectively. The SVM classifier exhibited the highest accuracy 

for both species. The proposed method demonstrated superior performance compared to 

related works in the literature, highlighting its effectiveness in classifying grape and potato 

diseases. Samrin. (2021), focused on classifying plant species images to distinguish between 

crop seedlings and weeds. The study addressed the challenge of background noise, specifically 

stones in the images, which could interfere with machine learning predictions. To mitigate 

this, color-based segmentation was applied to isolate the green color pixels corresponding to 

the seedlings, effectively removing the stones from the background. This resulted in clean 

plant images ready for model input. Weed control was highlighted as a significant challenge 

for farmers, leading to decreased plant productivity. The study proposed weed classification 

as a solution to improve plant productivity by effectively managing weed growth in farming.  

Arjunagi and Patil. (2019) explored the application of machine learning techniques in 

agricultural contexts, particularly in the identification and classification of leaf diseases. The 

study employed triangular-based and OTSU-based methods for segmentation, followed by the 

extraction of textural features using the Gray Level Co-Occurrence Matrix (GLCM) and k-

means clustering technique. Subsequently, a Support Vector Machine (SVM) classifier was 

utilized for the classification of different leaf diseases. The proposed method achieved an 

overall classification accuracy of 70% using the triangular-based segmentation, with an Area 

Under the Curve (AUC) of 0.63. In the context of enhancing disease classification in tomato 

plants, algorithms play a crucial role in both preprocessing and feature extraction phases. 

These algorithms are designed to improve image quality and extract meaningful information 

that can be used for accurate classification. Below is a definition of the algorithms and their 

importance, followed by the specific steps for each algorithm with related references. 

The existing method for tomato disease classification leverages a combination of image 

preprocessing techniques, including median filtering for noise reduction and morphological 

reconstruction to enhance the features of interest, followed by multi-scale gradient image 

generation. Feature extraction involved hue moments and Haralick features. Various machine 

learning algorithms, including Support Vector Machines (SVM), Random Forest Classifier 

(RFC), Logistic Regression, and XGBoost, were used for classification. The SVM classifier 

achieved an accuracy of 91%, while the other classifiers showed similar performance levels, 

around 90-91%. Although effective, this method had limitations, particularly in addressing 

over-segmentation issues during the image preprocessing phase, which affected the accuracy 

of disease detection. 

 

2. MATERIALS AND METHODS 

1. Dataset Selection and Preprocessing  

For this study, a dataset comprising 9448 images sourced from the PlantVillage dataset was 

chosen. The dataset contained both healthy and diseased tomato leaf samples, categorised into 

four classes, including images of healthy tomato leaves as well as leaves affected by bacterial 

spot, tomato mosaic, and yellow leaf curl. To facilitate model assessment, the dataset was split 

into training (80%) and testing (20%) sets. 
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Fig.1. Proposed Methodology 

1.1. Median Filter 

The Median Filter is a non-linear digital filtering technique, often used in image processing, 

to reduce noise. It operates by moving a window (or kernel) across the image, replacing each 

entry with the median of neighboring entries. The kernel size, usually an odd number like 3x3, 

5x5, etc., determines the number of neighbors considered in the calculation. This technique is 

particularly effective at preserving edges while removing noise, as it maintains the sharpness 

of sudden intensity changes. (Sebastiani and Stramaglia. (1997); Liang and Gao. (2013)) 

Given an image I and a pixel location (x,y), the median filter operation MF with a kernel size 

k can be defined as: 

       MF ( I ( x , y ), k ) = median{ I (x + i, y + j)∣ i , j ∈ W}  

where W is the set of offsets defining the neighborhood around the 

pixel (x,y) within the kernel window, with  

 

Algorithm 
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1. Pad the input image with zeros on all sides to handle border pixels. 

• Padding size = 

  2. For each pixel (i,j) in the padded image:  

2.1. Extract a window of size kernel_size×kernel_size centered at (i,j).   

 2.2. Sort the pixel values within the window in ascending order.    

 2.3. Compute the median value from the sorted window: 

- If kernel_size is odd, median = sorted_window  

 - If kernel_size is even (less common), median = 

 

 

2.4. Set the output pixel value at (i,j) in the filtered_image to the computed median. 

        3.   Return the filtered_image. 

 

Input: 

• image: Input image to be filtered 

• kernel_size: Size of the filtering window (an odd integer) 

Output: 

• filtered_image: Median filtered image 

 

1.2. Morphological Reconstruction 

Morphological reconstruction is a process in image processing that is used to extract relevant 

shapes and structures from images. It is particularly useful in applications such as plant disease 

detection, where it can help to identify and analyze affected areas on plant leaves or stems. 

The algorithm typically involves the use of morphological operations like dilation and erosion, 

which are defined by specific mathematical expressions (Vijaya Kumar et al., (2010)). 

Morphological Operations 

The two primary morphological operations are: 

Dilation: It adds pixels to the boundaries of objects in an image, expanding them. The        

mathematical expression for dilation of an image f by a structuring element B is given by:  

 

Erosion: It removes pixels on object boundaries, effectively shrinking the objects in an  image. 

The mathematical expression for erosion of an image f by a structuring element B is: 
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Morphological Reconstruction Algorithm 

The morphological reconstruction algorithm can be described as follows: 

1. Marker Image: Start with a marker image f that is derived from the original image 

but is "lower" than the original image. This marker image highlights the features to be 

preserved or reconstructed. 

2. Mask Image: The original image serves as the mask image g, which constrains the 

reconstruction. 

3. Iteration: Apply the dilation to the marker image, and then intersect it with the 

mask image. Repeat this process iteratively: 

                                     

4. Convergence: Continue the iteration until stability is reached, i.e.,  

 

The morphological reconstruction process in the context of plant disease detection can be 

represented by the equation: 

                                          

In this equation: 

• MF(f) represents the morphologically reconstructed image, which highlights the areas 

of interest, such as diseased portions of plant leaves or stems. 

• Φrec is the morphological reconstruction operator, which combines dilation and 

erosion processes to refine the image. 

• δ(f) denotes the dilated image of the original image f, which emphasizes the features 

to be enhanced or examined. 

• φk(f) is the reference image obtained after applying the closing operation k times to 

the pre-processed image. Closing is a morphological operation that helps in smoothening the 

contours of the objects, filling small holes, and connecting disjoint objects in the image. 

• k represents the number of times the closing operation is applied, which is a parameter 

that can be adjusted based on the desired level of smoothening and connectivity in the image. 

• n is the upper limit for k, dictating the maximum number of closing operations that 

can be applied, and is chosen based on the specific requirements of the image analysis task. 
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1.3. Multi-scale Gradient Image Generation technique 

Applying the Multi-scale Gradient Image Generation technique for plant disease detection 

involves enhancing the edges of diseased areas on plant leaves or stems, which is crucial for 

accurate segmentation and subsequent identification of diseases. For plant disease detection, 

the multi-scale gradient MG(f) is computed by averaging the morphological gradients 

obtained using structuring elements Bi of different sizes. This approach captures the edges of 

diseased spots across multiple scales, ensuring that both small and large diseased areas are 

emphasized. The equation for the multi-scale gradient is: 

 

where n is the number of scales, and Bi is a structuring element of size (2i+1)×(2i+1). This 

process enhances the visibility of diseased spots by considering variations in their size and 

shape, which is particularly useful for detecting a wide range of plant diseases that manifest 

as spots or lesions of varying sizes (Rao et al., (2021), Vijaya Kumar et al., (2010)). 

2. Marker Extraction in Plant Disease Detection 

The primary goal of of Marker Extraction is to detect homogeneous regions within the plant 

image that correspond to diseased or healthy areas. The direct application of the Watershed 

algorithm to the gradient image of plant leaves can lead to over-segmentation due to noise and 

the complex textures of plant surfaces. Over-segmentation results in the division of the image 

into too many small segments, many of which may not correspond to actual diseased areas 

(Vijaya Kumar et al., (2010)). 

2.1. Internal Markers for Plant Disease Detection 

Identification of Internal Markers: Internal markers are identified within the objects of interest, 

which, in this case, are the diseased areas on the plant. These markers are obtained by 

eliminating extraneous minima that represent irrelevant details. This can be achieved through 

morphological operations that simplify the image, focusing on significant minima that 

correspond to actual diseased spots. 

Role of Internal Markers: Internal markers specifically mark the diseased areas within the plant 

image. They help in accurately defining the boundaries of these areas for subsequent 

segmentation. 

2.2. External Markers for Plant Disease Detection 

Calculation of External Markers: External markers are calculated to represent the background 

or healthy tissue of the plant. These markers can be found by identifying pixels that are midway 

between the internal markers, effectively outlining the non-diseased areas. 

Function of External Markers: External markers assist in differentiating between diseased and 

healthy areas, providing clear boundaries for the Watershed algorithm to segment the image 

effectively. 

3.Watershed Segmentation Algorithm 

The watershed segmentation algorithm is a powerful tool for image segmentation that treats 
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an image as a topographic surface, where the intensity of each pixel represents its height. The 

algorithm aims to find the "watershed lines" that separate distinct regions or "catchment 

basins" in the image (Lu et al., 2019). The main steps of the watershed segmentation algorithm 

are as follows: 

1. Gradient Computation: Calculate the gradient magnitude of the input image using 

techniques such as the Sobel operator or morphological gradients. The gradient magnitude 

highlights the edges and boundaries in the image. The gradient magnitude G(x,y) at 

pixel (x,y) can be computed using the Sobel operator as: 

 

2. Marker Extraction: Identify markers or seed points within the image that represent the 

objects or regions of interest. These markers can be obtained through various techniques such 

as thresholding, morphological operations, or user-defined markers (Orbe-Trujillo et al., 

2022). Let M(x,y) represent the marker image, where M(x,y)=1 for marker pixels 

and M(x,y)=0 for non-marker pixels. 

3. Marker-Controlled Watershed: Perform the watershed transformation on the gradient 

image, using the extracted markers as the starting points. The markers act as the initial 

catchment basins, and the algorithm progressively grows these basins by following the 

gradient information until the entire image is segmented (Orbe-Trujillo et al., 2022). The 

marker-controlled watershed can be expressed as: 

                                                 

where W(x,y) represents the watershed transform at pixel (x,y), N(x,y) denotes the 

neighborhood of pixel (x,y), and G(x,y) is the gradient magnitude at (x,y). 

4. Region Merging:  Optionally, merge adjacent regions based on similarity criteria to 

reduce over-segmentation. This step involves analyzing the properties of the segmented 

regions and merging them if they satisfy certain conditions, such as similar intensity, texture, 

or shape (Roshni & Raju (2011)) 

The watershed segmentation algorithm relies on mathematical concepts from morphological 

image processing, such as erosion, dilation, and reconstruction. These morphological 

operations are defined using set theory and mathematical expressions. For example, the 

erosion of an image f by a structuring element B is given by: 
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4.Hu 

Moments Features 

Hu Moments are mathematical descriptors used in image processing to capture the shape of 

objects within an image, invariant to transformations such as translation, scale, and rotation. 

These moments are derived from the theory of moments in image analysis, providing a robust 

feature set for pattern recognition and shape analysis. The Hu Moments are calculated through 

a series of mathematical steps, starting from raw image moments, moving to central moments, 

normalized central moments, and finally resulting in the seven invariant Hu Moments. Here's 

how they are mathematically derived: 

Raw Moments: The foundation of Hu Moments is the raw image moments, which are the sum 

of pixel intensities raised to the power of their coordinates: 

                                             

where f(x,y) represents the pixel intensity at coordinates (x,y) and p and q are the orders of the 

moment. 

Central Moments: Central moments, which are translation invariant, are computed as: 

 

Normalized Central Moments: To achieve scale invariance, these central moments are 

normalized: 

 

Hu Moments 

Hu introduced seven moment invariants, which are combinations of normalized central 

moments: 
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These seven Hu Moments are used as features in image processing and computer vision for 

tasks such as object recognition, shape analysis, and pattern matching. The invariance of Hu 

Moments to image transformations makes them extremely valuable in scenarios where the 

object's orientation, scale, or position varies (Xie et al., (2020)). 

• Pattern Recognition: Hu Moments help in identifying objects in images regardless of 

their orientation or size, which is crucial for automated image classification systems. 

• Shape Analysis: They provide a compact but comprehensive representation of an 

object's shape, facilitating detailed shape analysis and comparison in tasks like object detection 

and tracking. 

Hu Moments stand out in image analysis for their robustness to changes in scale, position, and 

rotation, making them a cornerstone feature for shape-based image recognition and 

classification. 

5. Gray Level Co-occurrence Matrix (GLCM) 

The Gray Level Co-occurrence Matrix (GLCM) is a statistical method used to examine the 

texture of an image by considering the spatial relationship of pixels. It is particularly useful 

for classifying types of diseases in tomato plants by analyzing the texture on the leaf surface 

(Sutarno & Putri Fauliah. (2019); Sinaga et al., (2021); Khan et al., (2021); Abolghasemi et 

al., (2008)). The algorithm steps for GLCM and the features derived from it are as follows: 

Algorithm Steps: 

1. Slide a window across the image or consider the whole image to calculate the 

frequency of pixel intensity co-occurrences at specific distances and angles. 

2. Construct the GLCM for each position of the window. 

3. Extract statistical measures from the GLCM, such as contrast, correlation, energy, and 

homogeneity, which serve as texture features. 

GLCM Features: 

1. Contrast: Measures the intensity contrast between a pixel and its neighbor over the 

whole image. 
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2. Homogeneity: Measures the closeness of the distribution of elements in the GLCM to 

the GLCM diagonal. 

 

3. Correlation: Measures how correlated a pixel is to its neighbor over the whole image. 

 

4. Energy (or Angular Second Moment): Provides the sum of squared elements in the 

GLCM. 

 

6. Gabor Features 

Gabor features are utilized to analyze the texture and edge information of images, providing 

valuable insights for identifying disease patterns in tomato leaves. The study employs a Gabor 

filter defined by specific parameters to capture these characteristics effectively. The Gabor 

filter's parameters are crucial as they determine the nature of the texture and edge information 

that will be extracted. The Kernel Size (ksize) is set to (10, 10), which defines the dimensions 

of the filter. This size is selected to balance between capturing sufficient local detail and 

maintaining computational efficiency. A larger kernel would capture broader features but 

might miss finer details, whereas a smaller kernel would focus on finer details but might miss 

the broader context. The Sigma (sigma) is set to 5, controlling the width of the Gaussian 

envelope of the Gabor function. This parameter influences the scale of the features that the 

filter responds to. A larger sigma would capture more global features, while a smaller sigma 

would focus on more localized details. In this study, a sigma of 5 is chosen to capture a 

balanced range of textures. The Theta (theta) is set to 1 radian, determining the orientation of 

the normal to the parallel stripes of the Gabor function. This orientation sensitivity allows the 

filter to detect edges and textures at a specific angle. Setting theta to 1 radian (approximately 

57.3 degrees) means the filter is particularly tuned to capture features aligned along this 

orientation, which can be critical for identifying certain disease patterns that manifest in 

specific directions. The Lambda (lambda) is set to 0.6, representing the wavelength of the 

sinusoidal factor. This parameter defines the frequency of the sinusoidal wave within the 

Gabor function. A lower lambda focuses on higher frequency components, capturing finer 

textures, while a higher lambda captures coarser textures. The chosen value of 0.6 strikes a 

balance to capture a range of texture details pertinent to leaf disease detection. The Gamma 

(gamma) is set to 1, indicating the spatial aspect ratio. This parameter controls the ellipticity 

of the Gabor filter. A gamma of 1 means the filter is circular, which is appropriate for capturing 

isotropic textures where features are equally likely in all directions. This helps in detecting 

uniform textures that are common in diseased leaf areas. The Psi (psi) is set to 0, which is the 

phase offset of the sinusoidal function. This parameter shifts the sinusoidal wave within the 
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Gabor function. A phase offset of 0 means the wave starts at zero, making the filter symmetric. 

This symmetry is useful for capturing balanced texture patterns without introducing directional 

bias. The Gabor filter is a powerful tool for texture analysis in image processing, particularly 

useful for feature extraction in disease classification. It captures texture and edge information 

that can be indicative of plant diseases (Vatamanu & Ionescu, 2012; Boughida et al., 2021; 

Hajraoui & Sabri, 2014; Chuan et al., 2013). The algorithm steps for using Gabor filters and 

the equation for Gabor feature extraction are as follows: First, design a set of Gabor filters 

with various frequencies and orientations. Next, convolve the image with each filter to obtain 

a response that represents local texture information. Finally, analyze the filter responses to 

extract features that are useful for the classification of diseases in tomato plants. Gabor filters 

are used to extract texture features at different frequencies and orientations. A Gabor filter is 

a linear filter used for texture analysis, which means it analyzes whether there are any specific 

frequency content in the image in specific directions in a localized region around the point or 

region of analysis. The Gabor feature extraction can be represented by the following equation: 

 

where 

• x′=xcosθ+ysinθ, 

• y′=−xsinθ+ycosθ, 

• λ is the wavelength of the sinusoidal factor, 

• θ is the orientation of the normal to the parallel stripes of a Gabor function, 

• ψ is the phase offset, 

• σ is the sigma/standard deviation of the Gaussian envelope, and 

• γ is the spatial aspect ratio. 

These equations for GLCM and Gabor features form the mathematical basis for extracting the 

textural and pattern information necessary for classifying the leaf images into healthy or 

diseased categories. By applying these techniques, the study aims to improve the accuracy of 

detecting and categorizing diseases in tomato plants, leveraging the power of image processing 

and machine learning algorithms. 

 

2. Discussion 

The study aimed to enhance the accuracy of tomato plant disease classification by employing 

advanced image processing techniques and machine learning algorithms. Upon comparing the 

existing and proposed methods, significant improvements were observed in the proposed 

approach (Fig.1). The existing method utilized median filtering for noise reduction and 

morphological reconstruction to enhance features, followed by multi-scale gradient image 

generation. Feature extraction included hue moments and Haralick features. Classification was 

performed using various machine learning algorithms, including Support Vector Machines 

(SVM), Random Forest Classifier (RFC), Logistic Regression, and XGBoost. The SVM 
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classifier achieved an accuracy of 91%, with other classifiers showing similar performance 

levels around 90-91%. In contrast, the proposed method introduced additional preprocessing 

steps, such as the application of internal and external markers for precise segmentation using 

the watershed algorithm, which significantly resolved the over-segmentation issue prevalent 

in earlier methods. Moreover, the inclusion of Gabor features for texture analysis, alongside 

hue moments and Haralick features, resulted in a more robust feature extraction process. This 

combination of textural and shape information enriched the dataset, allowing for a more 

nuanced differentiation between disease presentations on tomato leaves. The proposed method 

demonstrated notable improvements in classification performance. The SVM classifier's 

accuracy increased to 93%, Random Forest accuracy increased from 90% to 91%, Logistic 

Regression accuracy increased from 90% to 92%, and XGBoost accuracy increased from 91% 

to 92%. These improvements underscore the proposed method's refined ability to discriminate 

between healthy and diseased tomato plants, crucial for preventing crop losses (Fig.2; Table.1; 

Table.3; Graph.1). Upon comparing the classification reports, the proposed method showed 

enhancements across several key metrics: Precision for identifying 'Tomato Bacterial Spot' 

increased from 0.87 to 0.90, indicating fewer false positives. Recall for 'Tomato Yellow Leaf 

Curl Virus' rose from 0.95 to 0.96, reflecting better identification of relevant cases. F1-score 

for 'Tomato Mosaic Virus' increased from 0.64 to 0.71, suggesting more reliable performance 

despite a small support size. Overall, the proposed method achieved a higher average F1-score 

of 0.88 compared to 0.85 in the existing method. The overall accuracy of the system increased 

from 0.91 to 0.93, with similar improvements observed in macro and weighted averages of 

precision, recall, and F1-score. These metrics indicate a generally more balanced and effective 

classification system (Table.2; Graph.2). The advancements in the proposed method have 

significant implications for agricultural disease management. Enhanced detection of diseases 

such as Bacterial Spot, Tomato Mosaic Virus, and Tomato Yellow Leaf Curl Virus enables 

more reliable and timely implementation of treatment strategies. The proposed method may 

also offer a generalized framework adaptable to other forms of agricultural disease detection, 

paving the way for broad-spectrum applications. 
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(c) Tomato_Yearly_leaf_curl_virus 
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Fig.2. (a) Tamoto Bacterial_Spot , (b) Tomato_Msaic_virus, (c) 

Tomato_Yearly_leaf_curl_virus 

Table.1. Hue,Haralic and Gabor features of Tomato Diseases (Tomato Bcterial spot, Tomato 

Mosaic Virus, and Tomato Yellow leaf curl virus) 
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Table.2. (a) & (b) Classification Report for Existing and Proposed methods 
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Table.3. Accuracies of the Classifiers for Existing and Proposed method 

 

 

 

 

 

Graph.1. Accuracy of classifiers for Tomato Diseases 
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Classifier Existing Accuracy Proposed Accuracy 

SVM 91% 93% 

Random Forest 90% 91% 

Logistic Regression 90% 92% 

XGBoost 91% 92% 
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Graph.2. Comparison metrics of the Existing and Proposed methods 
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3. Conclusion 

This study significantly enhances the accuracy of tomato plant disease classification by 

employing advanced image processing techniques and machine learning algorithms. The 

proposed method introduced precise segmentation using the watershed algorithm and enriched 

feature extraction with Gabor features, hue moments, and Haralick features. These 

improvements led to more accurate and nuanced disease classification. Key results include an 

increase in classification accuracy across multiple classifiers: SVM accuracy rose from 91% 

to 93%, Random Forest from 90% to 91%, Logistic Regression from 90% to 92%, and 

XGBoost from 91% to 92%. The proposed method also showed better precision, recall, and 

F1-scores for various diseases, leading to an overall system accuracy improvement from 91% 

to 93%. In conclusion, the proposed method significantly improves upon the existing method, 

demonstrating the benefits of integrating advanced image processing techniques and enriched 

feature extraction methods in machine learning models.  
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