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Many real-time cutting-edge applications prefer Internet of Things devices used for primary data
generation because they use special sensors and software to generate and transmit data from one
end to the other over the Internet. Based on the applications’ necessity, the IoT-bigdata must be
transmitted speedily, continuously, incrementally, and with low latency. One of the effective
methods of loT-big data is data-streaming technology, which can continuously transmit large
amounts of data, permitting users to fetch the content immediately instead of waiting to download
it. Once the big data is transmitted to the server, the big data analytics model is enabled to analyze
the data for predicting and forecasting. However, the raw loT big data might have problems
regarding missing elements, duplicate data, mismatched data, and data overfitting, which interrupts
the computational process of the analytics model and stops the process. It degrades the performance
of the analytical model and the streaming process. Hence, loT-Bigdata must be preprocessed and
normalized to improve streaming, analyzing, and forecasting efficiency. This problem is considered
a major research problem, and this paper has aimed at designing and implementing Exploratory
Data Analytics, an Artificial Intelligence technique for analyzing and preprocessing the raw loT -
Bigdata and improving its quality, which can enhance the efficiency of data streaming, analyzing,
and forecasting concerning the application where the loT devices are deployed. The analytical
model is implemented and experimented with Python and datasets taken from Kaggle.com, and the
results are verified. The results obtained were compared with similar methods, and it was found
that the proposed work obtained 99.89% accuracy in data preprocessing.

Keywords: loT-Bigdata, Bigdata Streaming, loT Data, Data Analytics, Environmental Forecasting.

Introduction

Every day begins with a novel idea in the digital world, resulting in a technical revolution.
State-of-the-art technologies in mobile networks and internet connectivity drive human life
efficiently. Data transmission is vital in using different kinds of data for various applications.
Based on processing, data is typically classified into two categories: bounded and unbounded.
Starting and ending are clearly defined in bounded categories; conversely, unbounded data is
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not predetermined and has no end in either or both directions. Unbounded data transmission
over the internet can be referred to as data streaming. Real-time and near real-time outcomes
are possible since input data is suddenly and continuously processed in such applications—
low latency and flexibility. Scalability and continuous data reprocessing are the merits of data
streaming rather than batch processing. Figure 1 and Figure 2 illustrate the batch processing
and data streaming, respectively. Data will be stored in data sets over different intervals in
batch processing, and continuous data processing will be taken in stream processing.
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Figure-1 (a) Batch processing (b) continuous data processing

In addition to continuous flow and unbounded data, data streaming has some unique
features such as heterogeneous, high-volume, and time-sensitive Data analysis, financial
analysis, online education, real-time recommendations, media, and 10T are a few instances of
streaming data. Most of the data streaming process over the Internet is carried out by the
Internet of Things (IoT), which can be defined as a network of various devices based on
Internet connectivity driven by technologies. Surveillance cameras, weather forecast devices,
vehicle sensors, and agricultural monitoring devices are examples of 10T devices. In various
scenarios, dynamic and distinct data are continuously processed and sent to a streaming
application. Massive data is constantly generated from devices or sensors, resulting in bigdata
consisting of various data sets at an ever-increasing rate. The volume of information, velocity,
and variety are the parameters referred to as the "3Vs" of big data. It’s categorized into two
types: structured and unstructured. Structured data is generally numeric from an existing
database management system, whereas unscheduled and unorganized data are called

Nanotechnology Perceptions Vol. 20 No. 4 (2024)



551 Gara Jaya Raju et al. Enhancing the Quality of l0T-Bigdata....

unstructured. Additionally, 10T Big data cannot be limited to either of these categories. Real-
time decisions, analytics, and insights are also considered to determine its categorization.

In any real-time applications, sensor devices, fog devices, edge devices, and loT
devices are deployed to monitor and record the data about the environment and transmit it to
the storage devices or the server with the help of the broker (Data hub). Since the above-said
devices generate and transmit the data continuously, it becomes a streaming process. Thus, a
streaming processor is connected with the broker, which streams data in a pipeline for a
processor or storage. The data processing is performed based on the action defined in the
software. A simple process of 10T data streaming process is illustrated in Figure 2. When the
data size is increased drastically and continuously and produces a massive amount of data, it
is called big data. The continuous data cannot be transmitted simultaneously; it takes more
time and is transmitted through a stream processing engine (Figure 3).

Input Data

Stream Processing Engine Outputs

Figure-2. Standard Data Streaming

Figure-3. loT-Data Streaming

Considering the high-level architecture of loT-Bigdata streaming, multiple devices are
interconnected by the Internet, creating an loT network. The data generated from various
devices of the 10T network are aggregated and transmitted through a hub as a data queue. The
data obtained from the devices are sent to AWS loT, Azure loT hub, cloud loT core, and Hive
MQ, the standard and trusted solution providers for 10T messaging and IoT deployments. They
connect, communicate, and control the data and send it to visualize, analyze, and store it. These
services stream the data with the help of streaming services such as Kafka, Amazon Kinesis,
cloud, and Azure Event Hub and manage the storage with the help of Google Cloud Storage,
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Amazon S3, and Azure Blob Storage. The overall high-level architecture of 10T-Bigdata
streaming is illustrated in Figure-3.

This paper contributes the following to solve the research problem better.

o A detailed explanation of the problem statement is given with mathematical
expressions and pictorial representation.

e Itexplains clearly how the loT-bigdata is generated and the necessity of preprocessing
to improve streaming efficiency.

e The artificial intelligence model, with its detailed architecture and layer
functionalities, is explained for analysis of IoT big data.

e The dataset, experimental setup, and results obtained are explained with the
performance evaluation of the proposed model.
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Figure-4. 10T-Bigdata Streaming Architecture

Real-time information is the key factor in solving undefined and complex problems;
identifying and troubleshooting such issues can be done faster by utilizing 10T and Big data.
For instance, Safety precautions, preventive maintenance, malpractice detection, and security
enhancement are possible. Privacy, quality, integration, and security are the main challenges
in processing big data; biases, errors, and noise should be filtered out to ensure data reliability,
and securing data from unauthentic access is more essential. Data from various sources,
different systems, and distinct formats result in complexity and diversity; this is why
Integrating data is crucial. In terms of ideal insights, an effective data analysis is needed. To
face the challenges and find solutions, data pre-processing is recommended.
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Figure-5. Workflow of Data pre-processing

Cleaning, verifying, and validating techniques are taken over for data quality. Encrypting,
authenticating, and auditing methods are involved in data security. Consent management and
anonymization play the main role in data privacy. Mapping, transformation, federating, and
aggregating methods achieve the integration. Mining, visualizing, and modeling are carried
out during the data analysis. Figure 3 illustrates the detailed 0T Big data processing process
up to visualization. To generate pre-processing data among big data, Al algorithms can be used
to carry out the required techniques and methods. 10T Network consists of numerous 10T
devices, and various data types are continuously monitored and generated from different
sources. Hence, the scenario makes the challenges. To provide solutions for the challenges,
data pre-processing is essential, and the task is executed using Artificial Intelligence (Al)
techniques; after that, data acquisition and visualization become more efficient and result-
oriented. The continuous research and development projects in Al and Machine learning (ML)
enable automation, real-time oriented insights analysis, and better performance. This paper
describes utilizing the appropriate and effective Al techniques to ensure the quality of 10T Big
data to provide efficient streaming data.

Literature Survey

The problem statement can be identified by learning about earlier research work. This section
surveys earlier research methods similar to uncertain data streaming, big data, 10T big data,
and data analytics. For example, Segura-Garcia et al. [1] used Factor analysis, Multinomial
Linear Regression, and Artificial Neural Networks to assess video streaming quality through
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Mobile Networks. The combination of 10T and Big Data was used for real-time continuous
monitoring and processing by Malek et al. [2]. The problems encountered while storing the
loT Big data in the Cloud have resulted in better accessibility and variable resource
management. Cai. H et al. [3] discussed the increased data processing efficiency and the
uniqueness of the various 10T-based applications—another survey by Feng. C et al. [4] stated
that Fog-based cloud computing was discussed for 10T Big healthcare data to enhance energy
efficiency. Data tracing is also discussed; while processing the 10T data through the cloud, we
can easily track down the current data scenario. Wongthongtham discussed the challenges of
loT-based big data analytics, P et al. [5] to improve overall big data processing. The author
listed the difficulties in loT-based Bigdata transformations: data management in size, data
processing related to data acquisition, analysis of unstructured data, data semantics, and
visualization. The above-listed challenges must be addressed to enhance the data quality in the
bigdata transformations. Janani Arthanari and Baskaran. R [6] have researched data analytics
of live traffic video streaming through cluster computing. In that research analysis, a few
streaming applications and software were experimented with to analyze the data of the live
video stream. It was concluded that Apache Kafka looks promising, among others. Wei-Chen
et al. [7] worked on the diverse data of multimedia devices that share big data-based video
streaming for the holistic experience by the integrated distribution system. However, the
research lacks an upgraded distribution network, video coding, and communication for
multiple.

Hung Cao and Monica Wachowicz [8] have developed an architecture using fog, edge,
and cloud computing to help the data analytics of streaming loT. They have used this particular
architecture to analyze the real-time parking data alone. The shortcomings of this architecture
are that it is suitable only for handling parking-based streaming data. To overcome this, we
need to develop an Al-based architecture. Kumari et al. [9] have discussed big data streaming
security as the data requires secure analysis, processing, and storage. Multi loT devices are
streaming the data, which uses the Big Data storage, which has more and more data. So, the
security of big data is essential. The authors propose using an advanced architecture level to
ensure Big Data security. The above research has become the base for the security of streaming
Big Data and the proper applications used. Mehmood E and Anees T [10] discussed in their
survey the implementation of data warehousing and cloud computing to differentiate rational
and non-rational data. They also discussed the data structure and shape of the data, which is
available in various l0T-based platforms that need to stream the entire domain used, which is
considered a challenge. Mirzaie et al. [11] have stated that accessing the data quality plays a
vital role in segregating the meaningful data and increasing the streaming quality.

Thus, to improve the streaming quality of the big data, an algorithm must process,
analyze, and segregate the required or meaningful data among all other data available from the
connected loT devices. Also, it is essential to transfer the data in the format necessary to
preserve it while in storage. These above actions can be done with the help of an Artificial
Intelligence (Al) algorithm to deliver the overall data quality. The algorithm will process,
segregate, preserve, and provide the needed data. The survey analyzes the existing issues and
challenges to understand the problem statement and decide how to design the research method
to solve the problem.
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Limitation and Motivation

The literature survey identified that several earlier methods have focused on improving the
data streaming efficiency concerning time, data streaming rate, error, data loss, and forecasting
accuracy individually. Some methods have focused only on data streaming, and others have
focused only on data analytics. One of the common challenges of data streaming is managing
and processing a large volume of big data parallelly, which needs a special kind of architecture
and system that can manage and process the ongoing data flow obtained from multiple sources.
It also requires adequate storage for unstructured data forms and formats, which traditional
databases cannot store. The analytics model should face the main challenges of volume, value,
velocity, volatility, and variety, which make computational and time complexities. However,
the raw data generated from the 10T devices have missing, redundant, overfitting, and wrong
and mismatched elements that must be preprocessed before streaming, analysis, and
forecasting. This paper has motivated me to apply artificial intelligence algorithms to
preprocess the 10T-big data generated from the 10T network.

Problem Statement

Recently, most real-time applications use multi-purpose sensors or sensors-based 10T devices
to monitor, record, and transmit data from one end to the other. Generally, the Internet of
Things (10T) refers to a network of physical devices. These devices mainly use sensors that
can collect data from the environment and transfer data from one device to another without
the involvement of humans. For example, in an agricultural environment, let's consider a
scenario with N number of 10T devices deployed in a matrix format shown in Figure-6. These
devices are said to be 10T networks that connect all the devices in a network and can monitor
the whole environment and generate data. The 10T network comprises K types of devices
installed in the single network to monitor and record multiple kinds of data. The 10T devices
deployed in the environment are in a square format, depicted in Figure 6.

IOTD” IOTD“ .o IOTDl‘ oo IOTDI,l ‘D“ Dll on D“ .o D"q
loTD,, IloTD,; .. loTD, .. loTD,,, Dyy Dpp .. Dy .. Dy
10TD, 10TD, .. 1oTD; .. IoTD, |™==p|p o Dy . D
leTD,, IloTD,, .. loTD, .. loTD,,, PR AT ) MR Y
loT Device deployment Data generated from the
the env nent devices

Figure-6. 10T Bigdata Generation

All devices are categorized into K types, each with its behavior and usage. For
example, some devices monitor only temperature, and some may generate humidity. All the K
types of devices are arranged with a sequence number, subject 1D, and state of the devices to
indicate the nature of the current process. For example, the ‘K’ devices, which monitor
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temperature, humidity, air, and water levels, were deployed in the agricultural environment.
Each device generates the data dg to d,- from tq to t,. in the size of (L X L) environment.

{tOI tll tZ: ey til LLL ] tr}
{(dody,dy, ..., d;, .., d,}

The total time to fetch data from various 10T devices is 7 hours daily. At the to, the do data is
produced from the 10T device daily. The time interval between to and t,. is not constant; data
is produced randomly every time. This is how the data is generated from one 10T device
(Matrix). These various ‘N’ numbers of 10T devices in the environment (L X L) communicate

with each other and produce a massive amount of data in the form of L X L X N concerning.

K at the t to to from all the devices collectively known as Big Data, which can stream every
second over the internet. At ¢, big data produced in the form of —

Big Data was generated from the ‘K’ type of devices, such as temperature sensors,
humidity sensors, water level sensors, and air-quality sensors, which were deployed in the
agriculture field. Raw data is the primary source of inaccuracy in 10T devices, resulting in
quality issues. Quality problems often arise from the sensor 10T devices, creating data analytics
difficulties. Quality problems are due to network problems, sensor malfunctioning, external
interferences, and interruptions in the power of sensors. Any faults made while capturing or
processing the data stream are clearly shown by error. For example, malfunctions in the
sensor’s installation or use outside the approved activities result in errors.

The quality of the data plays a crucial role in 10T Analytics. Some quality aspects that
impact 10T analytics are accuracy, consistency, completeness, and time frame. Accuracy
measures whether the data produced from every sensor in the 10T network is uniform and
acceptable. Environmental conditions can impact the consistency of the data. The
completeness parameter determines the missing information or the sensor readings data gap.
Since the sensor produces data in a time series, it is important to note that it is produced within
the acceptable time frame. Since the data is produced from the ‘N’ number of devices and wide
types of sensors, it is essential to note that the data is synchronized. This is the reason for Data
Quality (DQ) errors. Regarding the sensor dataset, the errors affecting the Data Quality (DQ)
are outliers, missing elements, empty data, mismatched data, overfitting, and duplicate data.

Outliers are anomalies or spikes, unexpected values deviating from most data. These
values are either fall below or exceed the threshold (normal value of data). These kinds of
errors are hard to find and very rare. The missing/empty data happened in the transmitted data
from various sensors for reasons such as unstable wireless connection, environment
interferences, malicious attacks, errors in recording, etc. Data analytics are stopped due to the
abrupt data loss generated by IoT devices. This leads to noisy data and missing values. Noisy
signals are caused by unknown changes in the signal during the processing, capturing, storing,
and transmission of data. If the dataset contains unnecessary rows and columns while
integrating big data from various loT devices, it leads to duplicate data. Multiple correlations
can result from data duplication, underlying relationships, or accidental correlation. In this
error, values under numerous columns in a data set may be correlated and cause quality issues.
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Redundancy appears when there are multiple readings from the same sensor or a few readings
from the other sensors. The readings from the non-existent devices are also considered the
source of uncertainty. Datasets typically store different data types, such as strings, integers,
and floats. If the number (integer) form of data is stored in the place of string, this leads to the
incorrect data type error.

According to the researchers, real-world experience, and various studies, missing
values and outliers are the most frequent sensor quality issues that cause data generation
interruptions, impacting 10T analytics. In terms of video big data from 10T devices, videos are
collected as shorts and frames or images. For example, in 2 minutes of video, it has 120 frames.
To avoid quality issues like defocus, video blurring, part occlusion, etc. Noise removal, color
conversion from RGB to GS (greyscale), cropping, rotating, color enhancement, and
registration of images in the axis are the processes that can occur in the pre-processing stage.
With the introduction of a pre-processing method to get efficient streaming, there is a need to
produce good-quality data. Data collected by sensors should be of good quality with a good
data flow and be developed with the help of pre-processing. However, pre-processing big data
is a tough task since the data is huge. And it can be achieved quickly with the implementation
of Al algorithms.

Data pre-processing

Various steps in the proposed model improve streaming by enhancing the input 10T big data
quality. The proposed model includes Three phases: data acquisition, preprocessing, and data
streaming, as shown in Figure-5. Data acquisition is the process of organizing and arranging
the input raw data. The data pre-processing step includes data reduction, transformation,
cleaning, and redundancy removal. After pre-processing the input data, the Al-based approach
is deployed to perform the continuous streaming over the 10T devices. As mentioned, many
loT-based sensors or data analysis devices are deployed to collect large amounts of data.
However, all the data are not of the same quality, meaning they have diverse changes in size,
length, redundancy, etc. This will reduce the quality of the data streaming process. Therefore,
a data-preprocessing method is applied to reduce and transform the unnecessary data.

Data reduction

The enormous amount of data requires more time to analyze and is difficult to evaluate. At this
stage, the data reduction step is performed, which reduces the depiction in the raw input
dataset. This process will increase the accuracy of the proposed model's analytical results. It
is applied to all the data in the input raw dataset; the main goal of this step is to clear the traffic
in the network based on its data or variables.

DC1 4 D1,D2, --Dn
DCZ 4 Dl,Dz, --Dn
DC,|~ D4, Dy, .....D,

In the above equation, DC and D represents the data cluster and data generated from N number
of 10T device implemented within the region. Further, the collected datasets are divided into
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blocks (BL). The blocks are separated based on the medium to capture the input data. The data
collected from different sensors are aggregated using the following equation.

n
DC = > BL;
i=1
n
BL = > device;
i=1

Based on the device ID, the data reduction process is performed at different time intervals,
to, ty, ..... t;y. Following this, a data transformation technique is performed.

Data transformation

This step is performed to limit the range of the input data within a threshold range. One of the
most common methods used for data transformation is the min-max technique. The main
motive of this step is to convert the input raw data into a suitable format for data analysis and
modeling. That is, every minimum value is transformed into 0, every maximum value is
transformed into 1, and the remaining data are normalized between 0 and 1.

X — Xmin

= X(n—m)+m
y Xmax — Xmin ( )

The data transformation process is performed using the above equation. This formula scales
the value of features between 0 and 1.

Data Cleaning using EDA

This paper used the Exploratory Data Analytics model to preprocess data (data cleaning) under
various circumstances. Data cleaning is fixing or replacing incomplete, duplicate, or irrelevant
input data. This step makes the model more efficient in decision-making and improves data
quality, model accuracy, and consistency in decision-making. In that sense, in this paper, a data
cleaning step is performed to fill or replace the missing values and remove noisy data.

Data analytics is based on the main characteristics, and the data visualization method
is called exploratory data analysis (EDA). EDA determines the data manipulation methods to
ease the process of pattern recognition, anomaly detection, examining a hypothesis, and
investigating other conditions. EDA mainly focuses on hypothesis testing to understand the
data and the relationship among the data entities. It uses statistical methodologies and
mathematical expressions to analyze the data appropriately.

The main objective of EDA is to examine the data before applying data processing
methods. It helps identify errors, data patterns, outliers, and anomalies and obtain the data
relationship. Thus, this paper uses EDA, an artificial intelligence technique, to preprocess the
proposed dataset. These statistical functions that can be performed using EDA are clustering,
dimensionality reduction, univariate, bivariate, and multivariate visualization. One of the most
common data science tools for developing EDA is Python. The exploratory data analytics
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model calculates the dataset's mean value using the following mathematical expressions. Three
different kinds of mean values can be calculated based on the dataset, size, and dynamic
behavior of the dataset.

M e
ean = X = i
—
n | Wixi
Weighted Mean = %, = 5~ (1.2)
D Y S
Truncated Mean = X = 2 (1.3)

The median value of the dataset is obtained by choosing the middle element of the data after
sorting in ascending or descending order. For the data xi, x2, ..., x,, the median value is
obtained using the following formula:

if nis odd - Median = xp+1

2

1
if n is even » Median =—2 (Xn + Xnt1)
2 2

Weighted Median = x

n n 1 k-1 1
where Dw; =1and > w; SE and > w; SE
i=1 i=k+1 i=1

Similarly, the MAD value, variance, and standard deviation are calculated for the input dataset
below.

n |xi—X|
Mean absolute deviation = T -

n
Xno(x =2
Variance = sz = _i=1
n—1
Standard Deviation = s = v/Variance

Median absolute deviation = Median(|x; — m|, |x; — m|, ..., X, — m]),
where m is the median.

Missing Values

Missing values occur for various reasons, such as detection errors, physical object detection
errors, issues with continuous data accessing, etc. They are more common in raw input data
and make the model more complex for analysing and managing it. The missing values are
handled by ignoring the tuples or filling in the missing values. The following steps are used to
identify the missing data.
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Function_ME(D data)
{
Input D = {xq,Xp, ..., Xj, ..., Xn }Vi=0,1,2, ..., 1;
Count=0;
For | = 1 to size (D)
count=count +1;
End |
M=mean (d) * count;
M= M - 3.size(D) d(i)
}
In other words, the average values are calculated for the entire dataset and preprocessing.
Noisy Data

This data type occurs due to an entry error or fault during collection. It is handled using three
methods: binning, regression, and clustering. The binning method on noisy data is used to
smoothen the input data. This method divides the overall data into multiple segments of equal
size. Each segmented data is handled separately, which will reduce the noise in the input
dataset. Second, the regression method is used, which fits the noisy data using the regression
function. The regression function has single or multiple independent variables. Third, the
clustering method is used, which clusters the group with similar data in the raw input dataset.
The remaining data are eliminated or removed from the cluster. The noisy input data are easily
removed, and the quality of the data received from IoT sensors also increases. After pre-
processing the input data, feature extraction and selection process. The essential data is
continuously streamed from one point to another based on the extracted features. The overall
process of loT-Bigdata generation and preprocessing method is given as pseudocode.

Pseudocode_loTBGPreProc (S Data)
{
Input: collect all sensor Data S;
Output: Pre-processed-S;
For1=0to 15

D(i) = S(i).data;

Allocate the memory;
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End |

For I=1 to size (D)
Check_For_Missing_Element(D);

nTrD1 =elimated_Missing_Electment(D);
Check_For_typeMisMatch(D);

nTrD2 = elimated_typeMisMatch(D);
Check_For_typeWrongElements(D);

nTrD3 =elimated_typeWrongElements(D);

end |

return (TrD =nTrD1 + nTrD2 + nTrD3);
}

The pseudo-code reads all the raw data and preprocesses it with respect to missing
elements, type mismatches, and wrong elements. After removing and rectifying the data
element-based mistakes, the final data TrD is fed to the Al algorithm for prediction. The above
pseudocode is implemented in Python with a time series dataset, and the outputs are verified.
The performance of the proposed preprocessing methods is evaluated by comparing the output
with the output of similar methods.

Experimental Setup

The proposed preprocessing method is experimented with Intel Pentium Core i7, 7™
generation, 1TB HDD, 16GB RAM, and 2.36GHz processor speed. Python is installed with
all essential libraries to enable artificial intelligence algorithms using Kera’s model. The
dataset (Tabular Play-Ground Series) is a time series dataset generated from 13 sensors. This
dataset is collected monthly and stored in tabular form. It comprises 26,000 data sequences
with 671 subjects that can be predicted. Each data sequence comprises 60 steps where one step
for one second is generated. The extension of Pandas and intel SK Learn extensions are used
for data learning. This dataset helps to understand the end-to-end user experience when
exploring streaming time series datasets. The dataset is divided into three sets such as training
data (train.csv), testing data (test.csv), and final_submission (final_submission.csv), used for
training the model, testing the model, and submitting the preprocessed data in a final dataset.

Results and Discussion

Initially, to understand the entire work, a sample dataset is given in Table-1. The sequence
number and step number are given, and based on that, the recorded data from the sensors are
given. The memory utilization in the training process is reduced by visualizing the data
distribution and the number of features extracted. From the visualization, three different data
sets are obtained. In the first set of data, the encapsulated training features are stored. It has a
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sequence ID related to 60 steps of sensor reading. Each data sequence has a unique subject ID.
The second table, called the target table, has the sequence number and class label. Finally, the
third table continues from the first table, and the class label is unknown and will be predicted
at the classification stage. Then, the feature engineering model is applied to learn and extract
the encapsulation of the original sensor data with respect to the sequence humber. It is obtained
by computing the mean, standard deviation, skewness, median, IQR, kurtosis, and others for
all sensor data to check the data quality assessment. One of the Al models, Exploratory Data
Analytics, is used to learn and preprocess the dataset for classification. The pre-processing
operation is applied after learning and extracting the data features.

Table-1. Sample 10T Data

The sensor data set is visualized as a heatmap correlation and identifies the missing
elements, redundancy, and wrong and mismatched data. These kinds of data are removed
simply since the data is time series data and 90% of the consequent data values are similar and
varied only in micro points. The heatmap-based correlation among the dataset is shown in
Figure 7. The sensor data correlation is analyzed and shown in Figure-8 for a fixed time
interval. It shows that only very few sensors have values different from those of others. Thus,
it is understood that the dataset does not provide more information for a small interval of time.
More accuracy of missing data and other factors is analyzed by distributing all the sensor data
obtained at regular intervals. It is shown in Figure-9.
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Figure-7. Correlation Heatmap of Training Data
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Figure-8. Correlation Analysis of Sensor Data
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Figure-11. Data Redundancy Eliminated

Figure-9 shows that most of the data reading values are available in a common data
range, like -500 to +500. From the experiment, the data sequence is verified by calculating
the mean value, the total number of elements present in the data sequence, and the sum of the
elements. The sensor data is visualized and associated with subjects, and duplicates will be
eliminated. The majority of the sensor data are duplicated with respect to time and subjects,
which increases the data density, computational, and time complexity. The sensor data with
data redundancy is shown in Figure-10. After duplicate elimination, the output data is shown
in Figure-11, which illustrates that no duplicate data is available, reducing the computational
complexities. The difference between the data with and without redundancy can be seen in
Figure-10 and Figure-11. After eliminating the missing elements, redundancy, and wrong data
from the sensor, data is obtained from the experiment, as shown in Figure-12. It shows the
preprocessed data for sensor-00 to sensor-12. Figure-12 clearly shows the abnormalities,
outliers, and other negative data impacts and will be predicted for forecasting. The
performance of the proposed work is evaluated by computing and comparing the learning
process efficiency and time complexity of the training and testing phases. The feature size
learned with the time complexity of the training and testing phases is given in Table-1.

Nanotechnology Perceptions Vol. 20 No. 4 (2024)



Enhancing the Quality of loT-Bigdata....Gara Jaya Raju et al. 566

512 m

gl

Figure-12. Data Preprocessed for Each Sensor

Table-1. Performance Comparison of Training and Testing Phases

Phase Before Pre-Processing After Pre-Processing
Feature Size Time (sec) Feature Size Time (sec)
Training 48,498 48 25,968 21
Testing 26,435 27 12,218 13
Table-2. Performance Evaluation W.R.T Accuracy
Preprocessing Methods Dataset Accuracy
GDM [12, 13] 95.55%
GDC [12, 13] Haberman Dataset 97.61%
GDL [12, 13] 96.66%
GDGL [12, 13] 96.71%
GDM [12, 13] 95.11%
GDC[12, 13] Wine Recognition Dataset 96.90%
GDL [12, 13] 94.32%
GDGL [12, 13] 98.99%
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GDM [12, 13] 98.41%
GDC [12, 13] IRIS Dataset 99.87%

GDL [12, 13] 98.01%

GDGL [12, 13] 99.12%
EDA Tabular Play-Ground Series- 2022 year 99.89%

Table 1 shows that the complexity of the testing phase is less than that of the training phase.
The computational and time complexity increases for the increased data size, whereas the
testing complexity is less than in the training phase. The performance evaluation compares the
classification accuracy obtained using the proposed EDA method with similar methods. The
accuracy comparison is given in Table-2, showing that EDA's accuracy is higher than others.
EDA uses only statistical and mathematical operations and provides high accuracy compared
to other methods. The entire dataset is preprocessed and qualified for further data analytics
processing. Thus, it is suggested that the EDA method is highly suitable for data preprocessing.

Conclusion

Processing unqualified data degrades the performance of the analytical model and the other
data-related processes. So, the data analytics industry requires a preprocessing model to
normalize and improve the data quality to enhance the data processing outputs. The 10T data
streaming process also needs preprocessing on the data since 10T sensors generate continuous
time series data with missing elements, more redundancy, wrong data, and mismatched data
in the recorded data. It happens due to sudden climate changes, air pollution, and other natural
disasters. This problem is considered a major research problem, and this paper has aimed at
designing and implementing Exploratory Data Analytics, an Artificial Intelligence technique
for analyzing and preprocessing the raw loT-Bigdata and improving its quality, which can
enhance the efficiency of data streaming, analyzing, and forecasting concerning the application
where the 10T devices are deployed. The analytical model is implemented and experimented
with Python and datasets taken from Kaggle.com, and the results are verified. The results
obtained were compared with similar methods, and it was found that the proposed work
obtained 99.89% accuracy in data preprocessing.

Future Work

In the future, the 10T devices and network interruptions will be verified to improve the loT-
Bigdata streaming process.
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