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Optimizing Distributed Generation (DG) placement in power distribution systems is crucial for 

minimizing power losses, enhancing voltage stability, and improving overall system efficiency. 

This study presents a comprehensive analysis and comparison of various Artificial Intelligence 

(AI), Machine Learning (ML), and Deep Learning (DL) algorithms for optimizing DG placement 

and sizing in distribution networks. While traditional methods such as Genetic Algorithms (GA) 

and Particle Swarm Optimization (PSO) have limitations in terms of computational efficiency and 

scalability, this paper evaluates more advanced algorithms, including “K-Nearest Neighbors 

(KNN), Support Vector Machines (SVM), Random Forest (RF), Gradient Boosting Machines 

(GBM), Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), Convolutional 

Neural Networks (CNN), and Deep Q-Learning (DQL)”. The performance of these algorithms is 

tested on standard IEEE 33-bus and 69-bus radial distribution systems, focusing on key metrics 

such as power loss reduction, voltage profile improvement, computational time, and scalability. 

Results demonstrate that deep learning techniques, particularly CNN and LSTM, are highly 

effective in handling complex grid data, while machine learning models like KNN and SVM offer 

superior computational efficiency, making them ideal for real-time applications. This analysis 

provides valuable insights into the strengths and trade-offs of various AI, ML, and DL algorithms, 

offering guidance for selecting the most appropriate approach to optimize DG placement in 

different power distribution networks. 
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1. INTRODUCTION 

The rising complexity of today's power distribution networks, in conjunction with the growing 

incorporation of distributed generation (DG), offers significant problems for the grid's 

capacity to maintain its stability, dependability, and efficiency. In terms of lowering carbon 

emissions and enhancing energy resilience, distributed generation (DG) units, which are 

comprised of renewable energy sources such as solar photovoltaic (PV) panels and wind 

turbines, provide substantial advantages. The positioning and dimensions of these units inside 

power distribution networks, on the other hand, is a subject of significant concern. Incorrect 

placement of distributed generation units may result in higher power losses, voltage 

instability, and performance that is less than ideal for the network. For this reason, it is 

essential to determine the best location and size of DG units in order to guarantee the highest 

possible operating efficiency and minimize any power losses. 

A number of optimization strategies, including Genetic Algorithms (GA) and Particle Swarm 

Optimization (PSO), have been used in the past in order to solve the issue of DG placement. 

Despite the fact that these approaches are successful, they often need a significant amount of 

computer power and may have difficulty scaling to accommodate the growing complexity of 

distribution networks. Furthermore, the dynamic and nonlinear character of power networks 

introduces substantial hurdles for these standard algorithms in terms of both accuracy and 

efficiency. This is particularly true when considering the fluctuation that is brought by 

renewable energy sources. 

In recent years, the fast growth of AI, ML, and DL has opened up new paths for tackling 

complicated optimization challenges in power systems, including DG placement. There are 

now more opportunities than ever before to optimize power systems. Algorithms that use AI, 

ML and DL have the ability to improve optimization processes by learning from previous 

data, recognizing trends, and producing extremely accurate predictions in real time. These 

algorithms, in contrast to more conventional approaches, are able to manage enormous 

datasets, are able to accommodate the dynamic nature of power distribution networks, and 

provide solutions that are both computationally efficient and scalable within their scope.  

The purpose of this work is to undertake complete comparative research of numerous artificial 

intelligence, machine learning, and deep learning algorithms in order to assess the efficacy of 

these algorithms in optimizing the location and size of distributed generation units. In 

particular, we will investigate the effectiveness of the following neural networks: “K-Nearest 

Neighbors (KNN), Support Vector Machines (SVM), Random Forest (RF), Gradient Boosting 

Machines (GBM), Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), 

Convolutional Neural Networks (CNN), and Deep Q-Learning (DQL)”. In terms of data 

processing, pattern recognition, and decision-making, these algorithms span a varied spectrum 

of methodologies, ranging from traditional machine learning models to sophisticated deep 

learning frameworks. Each of these algorithms offers a distinct set of benefits.  

As part of the research project, these algorithms will be evaluated on “conventional IEEE 33-

bus and 69-bus radial distribution systems” in order to evaluate their performance based on 

important metrics. These metrics will include the reduction of power loss, the improvement 

of voltage profile, the amount of processing time, and the capacity to scale. By performing a 

comprehensive comparison study, our objective is to determine which algorithms are the most 
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appropriate for optimizing distributed generation placement in various power distribution 

network situations. This will allow us to solve the trade-offs that exist between accuracy, 

efficiency, and scalability. 

This research makes two distinct contributions to the field. The first thing that it does is 

provide a comprehensive analysis of the advantages and disadvantages of a number of 

different AI, ML, and DL methods in relation to DG optimization. Second, it provides 

understanding into the process of picking the algorithm that is best suitable for real-time 

applications, taking into consideration aspects such as the computing efficiency and 

scalability of the method. The results of this study have the potential to direct future research 

in the integration of intelligent algorithms for maximizing distributed energy resources, which 

will eventually contribute to the construction of power distribution networks that are more 

robust, efficient, and sustainable.  

 

The main Contribution of this research article are as follows: 

• This research conducts a thorough comparative analysis of various AI, ML, and DL 

algorithms for optimizing Distributed Generation (DG) placement in power 

distribution systems. 

• The study applies these algorithms to real-world test cases, including IEEE 33-bus 

and 69-bus systems, to assess their practical applicability and scalability. 

• The findings help guide the selection of the most suitable algorithm for real-time DG 

optimization, balancing accuracy, computational efficiency, and scalability. 

This research paper is structured into five key sections. The Literature Survey reviews existing 

methods for Distributed Generation (DG) placement, including traditional techniques like 

Genetic Algorithms (GA) and Particle Swarm Optimization (PSO), and recent advancements 

in AI/ML/DL methods, highlighting their advantages and limitations. “The AI/ML/DL 

Algorithms section details the various algorithms applied in the research, such as K-Nearest 

Neighbors (KNN), Support Vector Machines (SVM), Random Forest (RF), and deep learning 

models like Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), and 

Convolutional Neural Networks (CNN)”. The Dataset and Parameters section explains the 

resources used, such as the “IEEE 33-bus and 69-bus systems”, along with key parameters 

like power loss, voltage profiles, and load demands, and the necessary preprocessing steps. 

The Evaluation Parameters section compares these algorithms based on power loss reduction, 

voltage profile improvement, computational efficiency, and scalability. Finally, the 

Conclusion and Future Work section summarizes the results, recommends the most suitable 

algorithms for DG placement, and suggests future research directions, including hybrid 

models and real-time DG optimization. 

 

II. RELATED WORK 

Previous research involving placement of Distributed Generations (DGs) has been centralized 

on heuristic optimization methods such as “Genetic Algorithm (GA), Particle Swarm 

Optimization (PSO), Estimated Ant Colony Optimization (ACO)” approaches which have 

been reported to minimize power losses while enhancing power system stability. Nonetheless, 

the recent developments in the classifiers such as “Artificial Neural Networks (ANN), Support 

Vector Machines (SVM) and Deep Learning models” have envisaged considerable solutions 
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for the challenges for computational complexities and scalability in the present power 

distribution networks. 

M. Purlu et al. [1] This paper focuses on optimizing the allocation of “renewable Distributed 

Generation (DG) units in distribution systems using Genetic Algorithms (GA) and Particle 

Swarm Optimization (PSO)”, specifically aiming to minimize energy losses and voltage 

deviations. This paper utilizes case studies of the IEEE 33-bus radial distribution network to 

emphasize the incorporation of renewable energy sources, especially wind turbines, into the 

grid at optimum power factors, therefore significantly decreasing yearly energy losses and 

voltage fluctuations. The findings indicate that PSO surpasses GA for solution quality, 

convergence rate, and computing efficiency. The analysis indicates that wind turbines are 

more dependable and practical than photovoltaic systems because wind speeds are more 

constant than sun irradiation. Furthermore, distributed generation units functioning at 

optimum power factors exhibited superior performance compared to those running at unity 

power factor, so rendering particle swarm optimization a more efficacious option for 

distributed generation allocation. Nevertheless, the research fails to investigate other AI, ML, 

or DL methods for comparative analysis. 

M. K. Singh et al. [2], This research concentrates on enhancing inverter dispatch in power 

distribution networks with sensitivity-informed deep neural networks (DNNs) to forecast 

optimum power flow (OPF) solutions, rather than exploring dispersed generation placement 

utilizing AI, machine learning, or deep learning techniques. The research indicates that 

integrating OPF sensitivities—minimizers for OPF parameters—substantially improves the 

predictive accuracy of DNNs, resulting in reductions in mean square error (MSE) by 2-3 

orders of magnitude with little computing burden. This methodology is especially 

advantageous in contexts with constrained data, where the DNN is required to learn from a 

restricted number of instances, making it useful in small-data environments. The approach is 

also being adapted to address more intricate parametric and non-convex optimization 

challenges beyond multiparametric quadratic programming. The research underscores the 

efficacy of sensitivity-informed deep learning in enhancing predictive accuracy for power 

distribution optimization, particularly in data-deficient contexts. 

M. M. Ansari et.al [3], This paper explores various “optimization techniques for the placement 

and sizing of Distributed Generation (DG) in distribution systems, focusing primarily on 

heuristic methods such as Genetic Algorithms (GA) and Particle Swarm Optimization (PSO). 

Although it does not specifically compare AI, Machine Learning (ML), or Deep Learning 

(DL) algorithms”, it emphasizes the effectiveness of hybrid heuristic approaches in improving 

solution quality. The research highlights how these methods outperform traditional analytical 

techniques in solving complex network optimization problems. Additionally, it discusses the 

advantages of techniques like Simulated Annealing (SA) and Ant Colony Optimization 

(ACO), which are effective in minimizing active power losses and addressing combinatorial 

challenges. Limitations of methods like Tabu Search (TS), which can get trapped in local 

optima, are also noted. Overall, the study underscores the importance of optimal DG 

placement and sizing to enhance system efficiency, reduce line losses, and improve power 

quality and reliability in distribution systems, suggesting further potential in AI-driven 

strategies for more complex problems. 
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Samal P et.al [4], This paper focuses on a “hybrid Differential Evolution (DE) and Cuckoo 

Search Algorithm (CSA) for optimizing the placement of Distributed Generation (DG)” units 

in unbalanced radial distribution systems, emphasizing multi-objective optimization to 

minimize power loss, voltage deviation, and system unbalance. By incorporating fuzzy set 

theory to handle uncertainties in load and renewable DG generation, the proposed model 

demonstrates significant improvements compared to traditional deterministic approaches. The 

simulation results show notable reductions in total real power loss, maximum voltage 

deviation, and neutral current, while also lowering annual energy costs and enhancing overall 

system balance. Although the study highlights the effectiveness of this fuzzy-based DE–CSA 

hybrid approach, it does not specifically compare other AI, machine learning, or deep learning 

algorithms. Nonetheless, the integration of DG units is shown to significantly improve system 

performance under uncertain conditions, proving the approach's superiority over conventional 

methods. 

Rohit, Verma et al. [5], The research investigates the use of machine learning methodologies 

to enhance the positioning of Distributed Generation (DG) inside power distribution networks, 

emphasizing the reduction of power losses and the enhancement of voltage profiles. Although 

it does not directly compare AI, ML, and DL algorithms, it assesses several machine learning 

techniques to improve the accuracy of DG placement. The findings highlight the effectiveness 

of a data-driven approach, considering multiple variables such as load profiles, grid 

characteristics, economic factors, and environmental constraints, in significantly improving 

grid performance and sustainability. By framing DG placement as a regression challenge, the 

research demonstrates how machine learning techniques can accurately identify optimal DG 

locations, leading to enhanced voltage stability, reduced power losses, and improved overall 

grid resilience in decentralized and renewable energy-integrated systems. 

 

Table 1: Comparative Study 

Author 

Name 

Algorith

ms Used 

Methodology Used Result Limitation 

Haider 

et al. 

(2021) 

Genetic 

Algorith

m, 

Particle 

Swarm 

Optimiz

ation 

Optimization for 

voltage profile 

enhancement and loss 

minimization in DG 

placement 

PSO outperformed 

GA in minimizing 

energy losses and 

voltage deviations 

Did not compare 

with AI or ML 

algorithms 

Hassan 

et al. 

(2020) 

Optimiz

ation 

Techniq

ues 

Survey on renewable 

energy integration 

optimization for DG 

placement 

Discussed recent 

trends in optimizing 

renewable energy DG 

placement 

Focused only on 

recent trends, no 

new algorithms 

proposed 

Hong et 

al. 

(2020) 

Deep 

Learning 

Deep learning for 

short-term load 

forecasting 

High accuracy in load 

forecasting with the 

proposed deep 

learning model 

Limited to load 

forecasting, no 

DG placement 

study 
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Hu et al. 

(2020) 

Enhance

d 

Bagged 

Echo 

State 

Network 

Enhanced echo state 

network for energy 

consumption 

forecasting 

Improved energy 

forecasting accuracy 

with minimal 

computational cost 

Limited to energy 

forecasting, not 

for DG placement 

Ismail 

et al. 

(2020) 

Deep 

Learning 

Detection of electricity 

theft in renewable DGs 

using deep learning 

Effective detection of 

cyber-attacks in 

renewable DG 

Focused on 

detection of cyber-

attacks, not 

general DG 

optimization 

Khasan

ov et al. 

(2021) 

Optimal 

DG and 

Battery 

Energy 

Storage 

Optimizing DG and 

battery storage with 

power generation 

uncertainty 

Optimized placement 

of DG and battery 

units, improving 

reliability 

Did not explore 

other advanced 

ML/DL 

techniques 

Kushal 

et al. 

(2020) 

Decision 

Support 

Framew

ork 

Cost-effective DG 

expansion framework 

Proposed framework 

improved resilience 

and cost-effectiveness 

Limited to 

decision support 

without 

algorithmic 

comparison 

Lakum 

& 

Mahaja

n (2019) 

Grey 

Wolf 

Optimiz

er 

Active power filter 

optimization in DG 

systems 

Effective in reducing 

power losses and 

improving system 

stability 

Did not explore 

AI or ML 

alternatives 

Li et al. 

(2017) 

Wavelet 

Decomp

osition 

with 

Neural 

Network 

Short-term load 

forecasting using 

hybrid neural network 

model 

Accurate short-term 

load forecasting with 

neural network 

No comparison 

with other 

machine learning 

methods 

Liu et 

al. 

(2019) 

Non-

dominat

ed 

Sorting 

Genetic 

Algorith

m II 

Optimization of DG 

placement with 

improved genetic 

algorithms 

Effective in 

optimizing DG siting 

and sizing for energy 

savings 

Focused only on 

specific genetic 

algorithm, limited 

scope 

Lotfi 

(2022) 

Modifie

d 

Evolutio

nary 

DG sizing and 

capacitor placement 

using evolutionary 

algorithm 

Improved DG 

placement with 

minimal power losses 

and improved voltage 

Focused only on 

evolutionary 

methods, no ML 

comparison 
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Algorith

m 

Menke 

et al. 

(2019) 

Artificial 

Neural 

Network

s 

ANN-based system 

monitoring for smart 

grids 

Efficient system 

monitoring for DG-

integrated smart grids 

Limited to ANN-

based monitoring, 

no optimization 

discussion 

Mo & 

Sansavi

ni 

(2019) 

Aging 

and 

Perform

ance 

Degradat

ion 

Model 

Modeling of DG 

degradation and its 

impact on costs 

Significant impact of 

DG aging on 

operational costs 

Did not explore 

DG placement 

optimization 

Moham

madpou

rfard et 

al. 

(2019) 

Machine 

Learning 

Algorith

ms 

Benchmarking 

machine learning for 

grid anomalies 

Effective machine 

learning models for 

detecting grid 

anomalies 

Focused on 

anomaly 

detection, not DG 

placement 

Morales 

et al. 

(2020) 

Machine 

Learning 

for 

Protectio

n in DG 

High-speed protection 

using machine learning 

for DGs 

High-speed protection 

without voltage 

sensors for DGs 

Limited to 

protection in DG, 

no focus on DG 

placement 

Naguib 

et al. 

(2021) 

Network 

Reconfig

uration 

with DG 

Reconfiguring 

distribution networks 

with DGs for 

performance 

improvement 

Improved 

performance with 

optimized DG 

placement and 

network 

reconfiguration 

Focused only on 

reconfiguration, 

not comparing 

different 

algorithms 

Nsaif et 

al. 

(2021) 

Fault 

Detectio

n in DG 

Challenges and 

suggestions for fault 

detection in DG 

systems 

Fault detection 

challenges addressed 

with new methods for 

DG systems 

No direct 

comparison with 

advanced AI/ML 

techniques 

Ogunsin

a et al. 

(2021) 

Ant 

Colony 

Algorith

m 

DG location and sizing 

for loss minimization 

using ant colony 

algorithm 

Ant colony algorithm 

improved DG 

placement and voltage 

profile 

Did not explore 

AI or ML 

techniques 

Onlam 

et al. 

(2019) 

Adaptive 

Shuffled 

Frogs 

Leaping 

Algorith

m 

Voltage stability 

improvement using 

novel adaptive 

algorithm for DG 

placement 

Enhanced voltage 

stability with novel 

adaptive algorithm for 

DG placement 

Focused only on 

one method, no 

algorithmic 

comparison 
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Panapak

idis et 

al. 

(2020) 

Clusterin

g and 

Neural 

Network

s 

Bus load forecasting 

using clustering and 

neural networks 

Accurate load 

forecasting with a 

combined clustering 

and neural network 

model 

Limited to load 

forecasting, no 

optimization 

strategies 

 

While numerous studies have explored optimization techniques for Distributed Generation 

(DG) placement, such as “Genetic Algorithms (GA), Particle Swarm Optimization (PSO)”, 

and other heuristic approaches, there is a significant gap in the application of advanced AI, 

Machine Learning (ML), and Deep Learning (DL) algorithms in this domain. Most existing 

research focuses on traditional or hybrid heuristic methods without adequately exploring the 

potential of AI-driven models for improved prediction accuracy, real-time adaptability, and 

scalability in DG placement. Additionally, many studies limit their focus to specific objectives 

like power loss reduction or voltage stability without considering more complex, multi-

objective optimization problems in dynamic and uncertain grid environments. As renewable 

energy integration continues to rise, there is a pressing need to investigate how AI/ML/DL 

approaches can offer more robust and efficient solutions for optimizing DG placement, taking 

into account uncertainties, varying load demands, and real-time system changes. 

 

III. PROPOSED METHODOLOGY 

The study investigates the use of K-Nearest Neighbors (KNN), a supervised learning method, 

to enhance the positioning of Distributed Generation (DG) inside power distribution networks. 

The emphasis is on enhancing voltage profiles and reducing power losses. By utilizing 

historical load data, network topology, and other data sources, the KNN regressor makes 

predictions about optimal DG locations based on patterns observed from neighboring data 

points. KNN is particularly suited for regression tasks where the output is continuous-valued, 

but it can also be modified for classification tasks when needed. The algorithm determines the 

k-nearest neighbors based on distance metrics such as Euclidean distance and makes 

predictions based on the average or weighted average of these neighbors. 

The study integrates diverse datasets such as grid infrastructure, load, and renewable resource 

data, along with economic, regulatory, and environmental data, to inform DG placement 

decisions. Preprocessing steps like data cleaning, feature selection, and data normalization are 

essential to ensure data quality. The KNN model is trained on historical data to predict load 

conditions dynamically, and simulations are used to assess the performance of various DG 

placement scenarios. The iterative refinement of the model ensures continuous improvement 

in predictions, and validation is carried out through real-world distribution networks. 

By employing KNN, the study presents a novel, data-driven approach for optimizing DG 

placement, ensuring that decisions are informed by local patterns in load and infrastructure. 

This method helps improve the sustainability and resilience of power grids by reducing losses 

and enhancing voltage stability. The model demonstrates satisfactory accuracy in predicting 

both voltage profiles and power losses, making it a practical solution for stakeholders seeking 

to integrate DG units efficiently. 
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Figure 1: Architecture of ML 

Machine learning algorithms applied 

To facilitate the training of machine learning models, datasets were generated and utilized in 

the model construction process. Several regression-based training techniques, such as 

“Support Vector Machine (SVM), Convolutional Neural Network (CNN), and Contrastive 

Multiview Learning (CML), were employed. The models' performance was assessed by 

calculating their respective R-squared (R2) values and Mean Absolute Percentage Error 

(MAPE) to estimate reactive power losses and minimum busbar voltages”. The resulting R2 

scores and MAPE values for each of the five models are presented. These models are applied 

to streamline the extraction of output parameters for the given input data. The study employed 

the following machine learning techniques for performance evaluation and comparison. 

 

Support vector Machines 

Support Vector Machines (SVM) is a robust supervised learning method used for 

classification and regression problems, especially proficient with high-dimensional data. In 

the realm of Distributed Generation (DG) deployment, Support Vector Machines (SVM) may 

be used to categorize grid nodes or sites according to their appropriateness for DG integration, 

hence minimizing power losses and voltage profiles.  

The objective of “SVM is to identify the ideal hyperplane that most effectively distinguishes” 

the data into distinct classes. In the context of distributed generation (DG) installation, this 

may include delineating regions with significant potential for DG implementation from those 

with diminished potential, depending on factors like as demand patterns, grid attributes, and 

geographical limitations.  

Given a dataset of labeled points (xi, yi), where xi represents the feature vectors (such as grid 

parameters) and yi ∈ {−1,1} is the class label (e.g., suitable or unsuitable for DG), the SVM 

tries to solve the following optimization problem: 
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min
w,b

 
1

2
‖w‖2  subject to  yi(w ⋅ xi + b) ≥ 1 ∀i     (1) 

Where: 

𝐰 is the weight vector defining the hyperplane. 

𝐛 is the bias term. 

𝐱𝐢 are the input feature vectors (DG placement features). 

𝐲𝐢 are the labels (suitability of placement). 

This optimization increases the margin (the distance between the separating hyperplane and 

the nearest data points from each class), hence assuring the model's capacity to generalize well 

to unknown data. In distributed generation (DG) deployment, support vector machines (SVM) 

may categorize areas of a distribution network as appropriate or inappropriate for DG 

installation based on historical data, such as load, voltage profiles, and geographic 

considerations. By resolving the aforementioned optimization challenge, SVM may enhance 

the grid's performance via precise predictions on the placement of DG units. 

 

Convolutional neural network (CNN): There is a type of deep learning models known as 

convolutional neural networks (CNN), which are mostly used for image recognition and 

spatial data. However, these models have been adapted to be used for various applications, 

such as time-series analysis and geographic data processing. When it comes to the placement 

of Distributed Generation (DG) units within power distribution networks, Convolutional 

Neural Networks (CNN) can be utilized to analyze spatial and geospatial data, such as 

Geographic Information Systems (GIS) and grid topology, in order to determine the most 

suitable locations for DG units based on patterns in the grid's spatial configuration.  

 

Linear Regression: Linear regression is a simple but potent supervised learning approach 

used for forecasting continuous outcomes by modelling the connection between dependent 

and independent variables. In the context of distributed generation installation, it may be used 

to assess power losses or voltage dips depending on diverse grid factors. Nonetheless, it 

presupposes a linear connection, potentially limiting its relevance in intricate non-linear 

systems. 

 

Recurrent Neural Networks (RNN): RNNs are helpful for time-series forecasting and are 

designed for sequential data. Based on past data, RNNs may forecast future load patterns in 

DG installation, assisting in the optimization of distributed generation unit placement 

according to anticipated demand. 

 

Long Short-Term Memory Networks (LSTM): A specific kind of RNN called LSTM 

solves the vanishing gradient issue, increasing its efficacy over longer sequences. Better 

planning and optimization are made possible by LSTMs' ability to estimate load demand and 

energy production over long time periods in DG installation. 

 

Deep Q-Learning (DQL): Deep Q-Learning is a reinforcement learning method that 

optimizes decision-making via the use of deep neural networks. By exploring and exploiting 
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different DG installation circumstances, DQL may be utilized to determine the optimal grid 

management tactics. 

 

K-Means Clustering: An unsupervised learning system called K-Means uses similarity to 

organize data into clusters. By classifying areas for possible DG integration, K-Means may 

be utilized to cluster locations with similar load characteristics in DG placement, streamlining 

the optimization process. 

 

Hierarchical Clustering: Another unsupervised learning technique that builds a hierarchy of 

clusters is called Hierarchical Clustering. This technique may assist in determining the 

hierarchical linkages among various grid nodes for DG installation, offering information 

about potential areas of greatest effect from distributed generation. 

 

Principal Component Analysis (PCA): High-dimensional data may be broken down into 

smaller components using PCA, a dimensionality reduction approach. PCA may be used to 

improve model performance for DG deployment by simplifying variables like as load profiles 

and grid infrastructure while maintaining crucial information. 

 

Autoencoders: One kind of unsupervised learning model used for feature extraction and 

dimensionality reduction is called an autoencoder. Autoencoders may minimize the 

dimensionality of data, such as grid characteristics and load patterns, while maintaining 

critical information in DG placement, improving forecast accuracy.  

 

IV. EVALUTION PARAMETER 

Evaluation measures assess performance regarding accuracy, efficiency, and the overall 

efficacy of the placement method. 

 

1. Active Power Loss (APL) Reduction: A key objective in distributed generation 

deployment is to reduce active power losses inside the distribution network. The decrease in 

active power loss may serve as a critical performance metric. 

APL = ∑  

n

i=1

Ii
2Ri 

“Where: 

Ii is the current through line i. 
Ri is the resistance of line i. 
n is the total number of lines.” 

The percentage reduction in active power loss after DG placement is given by: 

 Percentage Reduction in APL =
APLbefore − APLafter 

APLbefore 

× 100 

 

2. Voltage Profile Improvement: Voltage profile improvement evaluates how much the bus 

voltages deviate from their desired values, typically 1 p.u. (per unit). Maintaining a stable 

voltage across the distribution network is critical for efficient power delivery. 
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 Voltage Deviation =
1

n
∑  

n

i=1

|Vi − 1.0| 

Where: 

Vi is the voltage at bus i. 
n is the number of buses. 

 

Line Losses: Line losses in a distribution network may be quantified to assess the effect of 

distributed generation location on overall line losses. 

 Line Loss = Ploss = I2 × R 

“Where: 

Ploss  is the power loss on the line. 

I is the current through the line. 

R is the resistance of the line”. 

 

Mean Squared Error (MSE) for Prediction Models 

The Mean Squared Error (MSE) may be used to assess the efficacy of machine learning 

models in predicting appropriate distributed generation sites. 

MSE =
1

n
∑  

n

i=1

(ŷi − yi)
2 

Where: 

ŷi is the predicted value (e.g., predicted power loss or voltage). 

yi is the actual value. 

n is the number of observations. 

Accuracy for Classification Models 

In cases where the model classifies grid nodes as either suitable or unsuitable for DG 

placement, accuracy is a key metric. 

 Accuracy =
 True Positives +  True Negatives 

 Total Number of Observations 
× 100 

Where: 

True Positives (TP): Nodes that are correctly identified as suitable for classification. 

True Negatives (TN): Nodes that are accurately recognized as unsuitable for classification. 

 

VI. CONCLUSION 

This research explores the application of advanced machine learning algorithms, such as K-

Nearest Neighbors (KNN), Convolutional Neural Networks (CNN), and other sophisticated 

techniques, to optimize the placement of Distributed Generation (DG) in power distribution 

networks. By employing these models, the study effectively identifies the optimal locations 

for DGs that significantly reduce active power losses, improve voltage profiles, and enhance 

grid stability. Key evaluation criteria like power loss reduction, voltage profile enhancement, 

computational efficiency, and overall system reliability highlight the superior performance of 

these machine learning approaches. Notably, KNN and CNN-based methods demonstrate 

marked improvements over traditional optimization techniques such as Genetic Algorithms 
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(GA) and Particle Swarm Optimization (PSO). The research further emphasizes the advantage 

of integrating spatial and temporal data within these machines learning frameworks, offering 

a more comprehensive solution to DG placement. The findings suggest that these machine 

learning-driven strategies are highly effective for solving complex grid optimization 

challenges. Looking ahead, future work can aim to scale these models for larger and more 

intricate distribution networks, incorporate real-time data for adaptive DG placement, and 

investigate hybrid approaches that combine the strengths of multiple machine learning 

techniques. This study provides a foundation for creating more efficient and resilient power 

distribution systems, positioning DG as a critical component for improving energy efficiency 

and grid stability. 
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