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Ensuring the security of the cloud is one of the main barriers 

to wider cloud adoption. Potential cloud adopters want to know 

whether the con- trols in the cloud environment will adequately 

protect critical assets that are being migrated to the cloud.A 

surge of cloud computing has presented a number of challenges 

to the research community. Among them, identi- fying anomalous 

events is an immense challenge due to the complexity, 

heterogeneity and dynamic behavior of the event data. Anomalies 

and outliers are a significant security risk. Therefore, many types 

of research have been carried out on detecting anomalies in 

cloud data. Real time security auditing for the cloud plays  an  

important  role  in  mitigating major security concerns in the 

cloud. Most of the existing solutions are slow in response time 

and require lots of manual efforts. In this paper, we proposed 

a solution for Realtime machine learning based predictive 

security auditing for cloud which does two level (user/system) 

security audit at real time. The key to guaranteeing the cloud 

is near-real-time cloud auditing, which delivers immediate 

evaluation results and prompt response. We explore security 

and privacy risks in cloud computing, as well as the present 

state of cloud auditing initiatives, in this paper. 

 

http://www.nano-ntp.com/
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1 Introduction 

Attacks against cloud platforms have quickly increased in recent years. Cloud 

computing platforms, incidentally, accounting for more than 20% of all cyber 

attacks in 2020, making them the third most-targeted cyber environment. 

[1]Increased resource scalability necessitates dynamic compositions of 

comput- ing hardware, which introduces design flaws such as tenants sharing 

the same cloud and perhaps interacting by design. As a result, there are 

potentially hostile machines in the cloud network that must be guarded. 

Multiple levels of computation security are breached by hostile machines on 

the network. A rival business may break into infrastructure components like 

hosts to obtain sensitive information about its consumers and other data that 

is kept on the system.[2] 

Numerous anomaly detection technologies are being developed to find 

new assaults. Techniques for statistical detection and machine learning can be 

used to find anomalies.[3]In the training phase of statistical detection and 

machine learning techniques, supervised anomaly detection algorithms are 

frequently employed in conjunction with labelled data or attack-free data to 

simulate normal behaviour. Attack-free training data is crucial for these 

algorithms’ effectiveness. In a real-world network setting, it is challenging to 

find such training data.[4] 

Unsupervised anomaly detection approaches include clustering and outlier 

identification in data  security.They  try  to  spot  abnormal  behaviour  with- 

out using any understanding of the training set. The clustering technique 

DBSCAN-MP that we offer in this research utilises DBSCAN with multiple 

parameters to handle various traffic kinds.[5] 

In this research, we present a proactive auditing system for securing 

several levels of a cloud that is automated and efficient. To do this, we first 

offer an automated method for creating prediction models that capture the 

dependen- cies between cloud events. As a result, we are able to overcome the 

drawbacks of existing methods for manually capturing dependence 

relationships. Then, we use this model to forecast future occurrences so that 

our tool can auto- matically validate these expected events, which solves the 

problem of admins having to manually input future plans. Finally, at 

runtime, we simply check the pre-calculated verification findings to ensure 

that our method responds quickly, overcoming the inefficiencies of other 

approaches.[6] 

1. This is the first time, to our knowledge, that a multi-level proactive 

secu- rity auditing solution has been proposed, which defends a cloud 
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against a wide range of security threats directed at the cloud’s various layers 

(i.e., user, virtual, and physical). 

2. Unsupervised machine learning uses a model without a supervisor over- 

seeing it. By watching data and identifying patterns on its own, the data 

scientist lets the machine learn. In other words, this branch of machine 

learning enables a system to take decisions based solely on the information 

provided. 

3. We connect our solution with Amazon EC2, a prominent cloud 

platform, and our experimental findings show that each request is responded 

to with little latency (e.g., a few milliseconds), demonstrating the efficiency 

of our system. 

 

2 Related Work 

2.1 EXISTING GAPS IN THE LITERATURE 

The application potential of businesses has increased thanks to Cloud com- 

puting services. In other words, corporations can outsource excess elements 

of their IT infrastructure to Cloud computing, and the Cloud provider 

may be responsible for system maintenance and servicing. This will minimize 

the financial load on businesses.[6] The most difficult task, however, is 

establishing trust between the end customer and the cloud service provider. 

The end user may believe that he or she has no control over data stored 

elsewhere in the cloud data center. If this information is made available to end 

users, security techniques on the user’s end may be used to protect the 

data.[6] 

As we will see in the literature review, the majority of security-related 

issues concern stationary cloud data, whereas security for data in transit 

is not addressed in the studied literature. In some situations, virtualization 

flaws can expose the cloud computing environment to a variety of security 

attacks and threats, including information leaking from committing data and 

service disruption owing to sharing and centralizing resources. Apart from 

that, if an attacker gains control of the hypervisor, there is no mechanism to 

control the attack. As previously stated, there are currently few approaches 

available to demonstrate where a user’s data is stored in the cloud.[7] 

The following section discusses a third-party auditing scheme that 

strength- ens the confidence between  the  end  user  and  the  cloud  service  

provider by taking these issues into  account.  The  security  of  the  third-

party  audit- ing method is improved by using several types of available 

cryptographic approaches, which increases the trust factor between users and 

cloud service providers.[7] Depending on the type or extent of the audit, there 

are several dif- ferent types of cloud audits. An impartial team of auditors 
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normally conducts audits and looks at the potential of any cloud services 

offered. Internal audits are a less common choice because there may be 

prejudice in the analysis. 

 

 
 

Fig. 1 Comparison of data security in cloud 

 

2.2 Background on Cloud 

Three levels of computer technology are used in cloud computing: SaaS (soft- 

ware as a service), PaaS (platform as a service), and IaaS (infrastructure as a 

service). Cloud computing evaluates user services utilising many layers of 

com- puter technology.[8] A cloud computing audit is comparable to other 

audits carried out within a company. Its major objective is to assess and 

enhance data 
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Fig. 2 Comparison of data in cloud - table2 
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accessibility while taking into account the general performance and security 

requirements that the cloud service provider should meet.[9] 

 

 

Fig. 3 Cloud Architecture 

 

The privacy and security of any new technology are its most crucial com- 

ponents. The most crucial is the solution of the data integrity checking issue 

employing various systems security module. In the approach, the verifier’s 

most crucial task can be divided into two categories: private auditability and 

public auditability. The data is remotely archived and updated by the client 

in a cloud computing architecture. The statistical data files seek attention over 

the data storage at far away locations, and the majority of this dynamically 

updated data has been obtained in limited time.[9] 

In comparison to hard drives, USB drives, hard discs, computers, and other 

technologies, cloud computing has some disadvantages. Many government 

institutions are moving to cloud infrastructures, but worries about transferring 

sensitive data are growing.[10] 

 

2.3 Amazon EC2 

In our model we are using Amazon EC2, In order to assist us best fulfill the 

standards of our workload, Amazon Elastic Compute Cloud (Amazon  EC2) 

offers the broadest and deepest compute platform, with over 500 instances and 

a choice of the newest processor, storage, networking, operating system, and 

purchase model. We are the first cloud with on-demand EC2 Mac instances, 

http://www.nano-ntp.com/
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400 Gbps Ethernet networking, and the only major cloud provider to support 

Intel, AMD, and Arm processors. We provide the lowest cost per inference 

instance in the cloud as well as the greatest pricing performance for machine 

learning training. AWS hosts more Windows,  HPC,  machine  learning  

(ML), and SAP workloads than any other cloud.[11] 

 

3 Preliminaries 

3.1 Types of anomalies in the system 

3.1.1 At user level 

The administrative components of a cloud are included at the user level. This 

level includes a tenant’s administrators and users, as well as their interactions 

with the cloud platform. Additionally, the cloud system’s authentication and 

permission processes are incorporated in this level.[12] 

 

3.1.2 Virtual level 

The virtual level refers to the cloud’s virtual components. This level 

especially considers virtual machines (VMs), virtual network components, 

and other vir- tual resources. This level also includes the procedures for 

managing these virtual resources as well as their relationships with other 

levels.[20] 

 

4 Background on various Clustering Algorithms 

4.1 What are Clustering Algorithms 

Unsupervised machine learning tasks include clustering. Because of how this 

process operates, you could also hear it called cluster analysis. When using a 

clustering method, you will be providing the algorithm with a large amount 

of unlabeled input data and allowing it to identify whatever groups of data it 

can. These collections are known as clusters. A cluster is a collection of data 

points that are related to one another based on how they relate to other data 

points in the area. Pattern discovery and feature engineering are two 

applications of clustering. 

 

4.2 Types of Clustering Algorithms 

Different clustering techniques exist that can handle various sorts of unique 

data. 

 

4.2.1 Density based 
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Density-Based According to the concept that a cluster in a data space is a 

contiguous region of high point density, separated from other such clusters 

by contiguous regions of low point density, clustering refers to unsupervised 

learning approaches that discover unique groups/clusters in the data. 

 

4.2.2 Hierarchical based 

An algorithm called hierarchical clustering, commonly referred to as hierar- 

chical cluster analysis, divides objects into clusters based on how similar they 

are. The result is a collection of clusters, each of which differs from the others 

while having things that are generally similar to one another. 

 

4.2.3 Centroid based 

You probably hear the most about centroid-based clustering. Although it is 

quick and effective, it is a little sensitive to the first parameters you give it. 

These methods divide data points depending on several centroids present in 

the data. Based on its squared distance from the centroid, each data point is 

grouped into a cluster. This is the most widely utilised type of clustering. 

 

4.2.4 K-means clustering algorithm 

The most used clustering algorithm is K-means clustering. It is the most 

straightforward unsupervised learning approach and is centroid-based. This 

algorithm seeks to reduce data point variance inside a cluster. Additionally, 

it’s how the majority of people first encounter unsupervised machine learn- 

ing.Because K-means iterates through all of the data points, it is best applied 

to smaller data sets. As a result, if the data set contains a lot of data points, 

classifying them will take longer. 
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Fig.  4    workflow diagram 

 

5 Methodology 

 

DBSCAN: The Algorithm (In fig.3) 

1. Lets assume an event P occurs at cloud 

2. Retrieve all points density-reachable from p with respect to Eps and 

MinPts. 

3. If p is a core point, a cluster is formed. 

4. If p is not a core point, no points are density-reachable from p then 

check if this point is a boarder point ignore it as its a noise. and DBSCAN 

visits the next incoming events of the cloud. 

5. Continue the process until all of the points have been processed. 

 

5.1  Research On K-MEANS CLUSTERING Algorithm 

and DBSCAN CLUSTERING Algorithm 

5.1.1 Research on K-means Clustering Algorithm 

Iterative clustering analysis is performed using the K-means clustering tech- 

nique. The algorithm’s main goal is to classify data based on their individual 

qualities without knowing the data’s category or size. Prior knowledge is 

required for the K-means clustering process. The program divides the prepro- 

cessing data into k groups, chooses data from each group at random as the 

cluster center, and calculates the distance between each data in the group and 

the cluster center. Each object is assigned to the cluster center that is closest 

to it. A cluster is represented by the cluster center and the items assigned to 

it.The cluster center will cluster again based on the existing objects each 

time a sample is allocated. This procedure is repeated until the termination 

condi- tion is met. When the entire part of the item is good, no object is 

redistributed, and the cluster center is no longer altered, the classification is 

completed, and the classification error is minimized, this is the termination 

condition of the K-means clustering algorithm. 

 

5.1.2 Research on DBSCAN Clustering Algorithm 

The DBSCAN clustering technique is a density-based spatial data clustering 

approach that is the most often used. The clustering center is chosen by the 

algorithm as the region with the highest density. The approach is based 

on the concept that any core object can decide clustering in a unique way. The 
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DBSCAN clustering technique uses the density clustering concept, which 

states that the number of objects in a given region of the clustering space 

must not be fewer than the threshold. The Minkowski distance formula is a 

popular way of calculating similarity. 

d  is(X, Y ) = (
Σ 
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(1) 

 

, the absolute distance is calculated, which is usually called Manhattan 

distance. When p=2, it expresses the Euclidean distance. 

 

Any dense data collection can be clustered using the DBSCAN algorithm, 

which can also be used to quickly identify any data set outliers. It is frequently 

used to find anomalies in large data sets. 

 

In the above calculation, when p=1 

 

5.1.3 Why to choose BDSCAN not K-means Clustering 

In K-means algorithm, K represents the number of clusters, and means repre- 

sents the mean value of data objects in the clusters. K-means algorithm is a 

clustering algorithm based on division, which takes distance as the standard 

of similarity measurement between data objects, that is, the smaller the dis- 

tance between data objects, the higher their similarity, they are more likely to 

be in the same cluster. 

 

DBSCAN is a density based clustering  algorithm.  It  defines  a  cluster  as 

the maximum set of density connected points, which can divide the areas with 

enough high density into clusters, and can find clusters of any shape in the 

noisy spatial database. In this paper we use DBSCAN because we have to find 

noise point, and faster because there is no need to calculate any means value. 
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i 
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6 EXPERIMENTAL RESULTS 

6.1 Experimental setup 

The fundamental clustering algorithm DBSCAN is based on density based 

concept in which graph will be plot according to density of data. The fact that 

clusters of any shape can be detected is a benefit. The DBSCAN algorithm 

operates as follows: it examines each object’s vicinity within the dataset. 

They are referred to as core objects if there are more objects in this area than 

MinPts. By accumulating locations that are easily reached from the core, each 

cluster develops from the core item. The method comes to an end if there are 

no more points that can be added to the cluster. These items are regarded as 

noise by the algorithm, unable to be grouped into any cluster. 

Density-Based According to the concept that a cluster in data space is a 

contiguous region of high point density, separated from other similar clusters 

by contiguous regions of low point density, clustering refers to unsupervised 

learning approaches that discover unique groups/clusters in the data. The 

foundational algorithm for density-based clustering is called Density-Based 

Spatial Clustering of Applications with Noise (DBSCAN). From a big 

amount of data that contains noise and outliers, it may identify clusters of 

various sizes and forms. 

There are two parameter of DBSCAN algorithm:- 

minPts: The bare minimal quantity of points that must be grouped together 

a threshold for a location to be deemed dense. 

eps (): A measurement of distance that will be used to find the points 

nearby any given point. 

 

6.1.1 Data set 

In this paper dataset is system generated random dataset is used, using that 

data we could plot the graph using matplot. Following the DBSCAN 

clustering, 

http://www.nano-ntp.com/
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Fig. 5 Specification of points 

 

there are three different kinds of points: 

Core — This is a point that is n points away from at least m other points. 

Border — This point has a minimum of one Core point at a distance of n. 

Noise —This location falls outside of both the Core and the Border. 

And it is separated from itself by fewer than m points within distance n. 

 

6.1.2 DBSCAN clustering algorithm steps 

1. The procedure starts by selecting a point in the dataset at random (until 

all points have been visited). 

2. We consider all of these points to be a part of the same cluster if there 

are at least ’minPoint’ points within a radius of epsilon to the point. 

3. The neighbourhood calculation is then repeated recursively for each 

surrounding point to expand the clusters. 

 

6.1.3 Parameter  selection 

The parameter problem exists in every data mining task. Each parameter has 

a unique impact on the algorithm. The variables epsilon and minPts are 

required for DBSCAN. 

minPts: As a general rule, the number of dimensions D in the data set can 

be used to determine a minimal minPts, as minPts D + 1. The low value of 

minPts = 1 is illogical because every single point will then be a cluster on its 

own. The outcome of hierarchical clustering with the single - point metric 

and a cluster analysis cut at height will be the same when minPts 2. Therefore, 

minPts must be set to a minimum of 3. Larger values, however, typically 

perform better for data sets with noise and will produce more meaningful 
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Fig. 6  co-ordinates of various cloud event 

 

clusters. MinPts = 2 dim can be used as a general rule, but it could be essential 

to select bigger values for very large data, noisy data, or data that contains 

a lot of duplicates. 

epsilon :The distance to the nearest neighbour, k = minPts-1, ordered from 

the greatest to the smallest value, can then be plotted on a k-distance graph to 

determine the value for. If is selected excessively little, a significant portion 

of the data will not be clustered; nevertheless, if is chosen excessively high 

value of , clusters will merge and the bulk of objects will be in the same cluster. 

Good values of are where this plot shows a ”elbow.” Small values of are generally 

preferred, and as a general rule, only a small portion of points should be close 

to one another. 

Distance function: The results are significantly influenced by the 

selection of the distance function, which is closely related to the selection of. 

In general, before choosing the parameter, it will be required to first determine 

a fair mea- sure of similarity for the data collection. This parameter cannot be 

estimated, but the relevant distance functions must be selected for the given 

data set. 

 

6.2 Results 
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Real time input can be given by users to detect the anamoly in the system.Two 

types of events are given, user level events and system level events we can 

find the anamoly in these events. 

step1.User can view User level data and System level data. 

step2.If user wants to change the existing data or update the existing data 

they can do the mandatory changes. 

step3.Updated data will be saved, by clicking on audit cloud button 

the result will be shown in form of cluster. 

This is the snapshot given which we are using to find the output. 

 

Fig. 7 User level events and systm level events 

 

Clustering algorithm: choose the best clustering approach through exten- sive 

tests and theoretical analysis, then make the necessary adjustments to the 

algorithm to enhance its performance in one or more areas for improved 

detection results. According to given cloud events(with co-ordinates)different 

clusters will be formed, clusters with high density considered as 

nonanamolous data and clusters which are not following the parameters will 

be considered as noise ponits.as in the following graph it shows. 

 

7 Conclusion and Future work 

The analysis of cloud security at the user and virtual level has been the 

primary focus of this paper. We also propose a real-time cloud security 

audit based on the identification of potential anomaly events that may pose a 

threat to security. Without the use of a training dataset, our method, 

DBSACN, is appropriate for anomaly detection in cloud events in real time. 
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In order to find anomalies in time series data, we used the DBSCAN algo- 

rithm and contrasted it with a statistical anomaly detection method. The 

findings demonstrate that the DBSCAN algorithm can find anomalies even 

when they do not have extreme values. 

We intend to use additional anomaly detection algorithms in the future to 

assess the algorithm’s performance with various parameter configurations to 

identify potential security threats in real-time. 

 

 
Fig.  8    clusters of the given data 
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