Nanotechnology Perceptions
ISSN 1660-6795
Www.nano-ntp.com

BEES: Bio-Inspired Enhanced
Emotional Segmentation System for
Depression Detection using Deep
Learning CNN with Bee Colony
Optimization

T. Srajan Kumar?, Dr. M. Narayanan?, Dr. Harikrishna Kamatham?

'Research Scholar, Department of CSE, School of Engineering, Malla Reddy University,
Hyderabad, India. Email-1D: 2232CS010020@mallareddyuniversity.ac.in
2Supervisor, Professor, Department of CSE, School of Engineering, Malla Reddy University,
Hyderabad, India. Email-1D: narayananmecse@gmail.com
Co-Supervisor, Dean, Department of CSE, School of Engineering, Malla Reddy University,
Hyderabad, India. Email-1D: kamathamhk@gmail.com

Growing number of cases of depression globally has encouraged Al researchers
to investigate automated ways for timely diagnosis. In this paper we introduce
the BEES (Bio-inspired Enhanced Emotional Segmentation System), a novel
approach for depression detection from image data. This includes BCO-based
emotional region partitioning and swarm inspired optimization algorithms to
fine-tune  CNN hyperparameters. Together with swarm-based voting for
ensemble learning that increases prediction accuracies. Training and Evaluation.
The FER-2013 dataset contains 30,524 facial emotion images. The optimized
CNN model had an accuracy of 90.45%, and with ensemble enhanced to a final
predictive performance of (92.15%) together with AUC;0.96%. The results
show the excellent detect indicator of depression which is suitable by using our
proposed method, and it proved that bio-inspired algorithms should be used in
convolutional-based DL with clinical supervised data for mental health
screening. Challenges like feature extraction, convergence and overfitting are
solved by the presented framework which makes it a strong solution for scalable
real-time depression detection.

Keywords: Depression Detection, Bio-inspired Algorithms, Bee Colony
Optimization (BCO), Convolutional Neural Networks (CNN), Swarm-based
Voting.
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1. Introduction

According to the World Health Organization (WHO), depression is a common mental health
disorder affecting more than 280 million people worldwide. Depression is often under-
diagnosed and untreated leading to significant long-term physical health problems [2] such
as chronic diseases and higher suicide risks [1]. Conventional means of diagnosis are based
out on clinical interviews and self-reported survey which is very subjective in nature with a
lot of bias. To overcome these challenges, researchers are now moving towards automated
detection methods on image-based data — mostly facial images that show emotions such as
sadness angry fear [3].

Deep learning has emerged as a powerful model for image classification, facial expression
analysis in particular where Convolutional Neural Networks (CNNs) have shown to be quite
effective. But current CNN models have issues, including overfitting, a lot of suboptimal
parameter tweaking and trouble while fitting the complex data. Furthermore, the
identification of relevant features from facial areas related to emotions (eyes, mouth and face
wrinkles) is still paramount for depression diagnosis. This justifies the use of hybrid
frameworks that combine bio-inspired algorithms with CNNs for better performance [4].

Figure 1: Enhancing Depression Detection

This paper presents BEES (Bio-inspired Enhanced Emotional Segmentation System) that
utilizes Bee Colony Optimization method to segment facial image important emotional
regions as well those are then feed into the CNN for hyperparameter optimization.
Experiment is done on FER-2013 dataset which consists of 30,524 gray scale images and
categories as happy, sad, angry... (total of seven states). New label is created for the sake of
binary classification (Depressive vs. Non-depressive) by combining depressive emotions
such as Sad, Angry and Fear into one category in our dataset which is re-labeled accordingly

[5].
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The BCO algorithm in turn is inspired by the foraging behaviour of bees to explore and
locate optimal crop boundaries. Every bee signifies a solution and pheromone strengthen
method use to pick the quality regions where extraction is carried out. In turn, this enhances
the quality of input data for training CNN and makes it cleaner whilst reducing noise to
better interpret depressive indicators. In addition, the CNN model uses swarm-based
optimization techniques in order to refine its hyper-parameter and consequently obtaining a
faster convergence and enhanced generalization. Through an ensemble voting system, the
combination of weighted predict result from several CNNs will help to enhance final
classification performance [6].

In the proposed method, bee colony optimization (BCO) algorithm is bio-inspired to improve
emotional region segmentation for better depression detection. This makes CNN models
converge faster and perform better, optimized using swarm-based hyperparameter
optimization. A weighted swarm voting enables ensemble learning to increase prediction
accuracy and reduce over fitting.

2. Related Work

The refined literature survey table summarizing key depression detection methods from the
reviewed papers, highlighting the proposed methods, their merits, demerits, performance
metrics, and results.

Table 1: Current State of the Art Emotion Works.

Author et al. Year | Proposed Merits Demerits Performance Numerical
Method Metrics Results
Liu et al. [10] 2023 | HADD, High  accuracy; | Small, Accuracy, Accuracy:
Multimodal Data | Augmented data imbalanced Precision, 92.15%
Analysis dataset Recall
Zhang et 2020 | STANet, CNN Temporal Spatial | fMRI-specific Accuracy, AUC | Accuracy:
al. [9] + RNN feature extraction data limitations 82.38%; AUC:
90.72%
Bashir et al. 2021 EEG-based KNN, | Non-invasive Accuracy varies ?gﬁ;ﬁ% KNN: 87.5%;
[1] LSTM, DT EEG signals across classifiers Precisi 4 SVM: 66.6%
recision
. Accuracy:
. 1DCNN-GRU- Low loss, high S o )
Ricci et al. [6] 2023 ATTN accuracy Training time Accuracy, Loss 37638 %; LOSS:
. BiLSTM + Suitable for low- | Requires SDS Accuracy:
Liu, Z. 3] 2022 BiGRU resource settings scores Accuracy, Loss 81.25%
DeSK, . . Accuracy:
Shietal.[8] | 2021 | Multitask gOSZ'r't'”gua' Dataset privacy | Accuracy, 96.3%; Macro
Learning PP F1:96.3%
Accuracy
Mohan & | 2021 | CNN on EEG . . ' Accuracy:
Cost-effective Small sample size | Feature o
Perumal [5] Data Selection 97.6%
CNN + . Accuracy, .
Mirjebreili [4] | 2023 | BiLSTM Predicts treatment Small sample size | Sensitivity, Accuracy:
response e 98.33%
(SSRlIs) Specificity
Accurac Accuracy:
Sharma et al. 2022 DepCap (STFT + | loMT-enabled EEG signal Sensitivi@ 99.9%;
[7] CNN + GRU) real-time detection | variation issues e Sensitivity:
Specificity 100%
Keyvanpour 2020 DDdeep, CNN + | Leverages Relies on social | Precision, Precision:
LSTM sequential data media content Recall, F1-score | 78%; Recall:
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Mehrmolaei 70%
[2]

Based on the literature gap, various approaches to depression detection using EEG signals,
social media posts, and multimodal data fusion techniques. Each method offers distinct
advantages, such as real-time monitoring, cross-lingual support, or personalized treatment
prediction [7]. However, common challenges include small datasets, data privacy concerns,
and training time complexity. Future research could explore hybrid approaches that leverage
the strengths of multiple modalities while addressing these limitations [8].

3. Bio-inspired Enhanced Emotional Segmentation System (BEES):

BEES methodology combines Bee Colony Optimization (BCO) with Deep Convolutional
Neural Networks (CNNs) to extract emotional patterns from facial images more effectively.
BEES enhances the extraction of key emotional features by mimicking bee swarm behavior
for segmenting regions of interest (e.g., eyes, mouth) while optimizing the CNN architecture
to improve depression detection performance [9].

Enhancing Depression Detection through Bio-
inspived Techniques

v
<3

oy " ved Ma

Figure 2: Enhancing Depression Detection through Bio-inspired Techniques
Ensemble Classification with Swarm Voting:

The predictions from multiple CNNs trained on different setups are aggregated using a
swarm-based weighted voting algorithm. This helps to prevent overfitting, while providing
strong predictions. The BEES methodology combines techniques from nature-inspired
optimisation algorithms alongside a deep learning architecture for improved diagnosis of
depression based on images [10]. Seg-BCO process tracks BCO and uses the learned model
parameters (c) to provide reliable, robust, accurate predictions using adaptive CNN training
and ensemble voting. By addressing issues such as overfitting, convergence and mental
model stability this technique also presents a new structure to assess long voices data of
mental health using images [11].

One of the most common mental health illnesses that impact millions across the globe is
depression. Image analysis of the face to diagnose depression is a hew-fangled methodology,
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which attempts at capturing minor facial expressions that depict sentiments mirroring the
immediate psychological condition [13]. However, traditional deep learning methods have
limitations in feature extraction (e.g., sub-optimal), fitting (over-fitting) and training
convergence [12].

We propose a methodology called BEES (Bio-inspired Enhanced Emotional Segmentation
System) based on Bee Colony Optimization (BCO), involving Convolutional Neural
Networks for this purpose. BEES approaches facial analytics using three core strategies:
structural segmentation of images into prominent emotional regions, CNN hyperparameter
optimization based on bio-inspired algorithm and ancillary use of ensemble learning with a
novel swarm-based voting model for improved classification accuracy [13]. Method and the
Mathematical Equations: This section provides a detailed explanation of the methodology
used to solve this problem, describes equations, formulas employed throughout solving this
study while including all components [14].

Hybrid Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) for
parameter tuning in deep convolutional networks It also suffers from hard tuning of
parameters, slow convergence and jailed in local minima during optimization. However, that
would limit them from working on complicated image datasets. CSO-Net aids CNN
parameter tuning dynamically with evolving swarm behavior and pheromone trails, leading
to significant improvements in convergence as well the attainable accuracy [15].

a. Improved Parameter Search: The CSO-Net utilizes PSO and ACO to discovery the
solution space for hyperparameters, reducing premature convergence penalties during
optimization.

b. Dynamic Learning:] Proposed and comparison of feature selection transformers with static
learning d b ) [Dynamic Le]The model ensures the depression centered facial patterns to be
more sensitive by updating weights dynamically through pheromone updates in CSO-Net.

¢) Robust Optimization: The hybrid algorithm of PSO and ACO makes local/ global search
using a dual strategy, which reduces overfitting on depression datasets based on image.

Algorithm 1: Image Preprocessing & Augmentation using CSONet

Input: Raw facial images from a depression dataset.

Step 1: Augmentation:

Apply rotation, flipping, and Gaussian noise to expand the dataset.
Normalize pixel values to [0,1] range.

Step 2: Particle Initialization:

Each particle represents a set of CNN hyperparameters (learning rate, batch size, filter size).
Particles are initialized randomly with velocities v; (t).

Step 3: Fitness Evaluation: Define fitness as the accuracy of the CNN on a validation set.
Update velocity and particle position using:

vit+ D) =w-v(6) + ¢ 11 Ppest — Xi (D)) + €2 12+ (Gpest — X:(E))
Nanotechnology Perceptions Vol. 20 No.6 (2024)
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Step 4: Update positions: x;(t + 1) = x;(t) + v;(t + 1)
Termination: Stop after max epochs or if performance saturates.

Output: Augmented dataset and optimized parameters for CNN.

Algorithm 2: CNN Training with Swarm-Optimized Parameters

Input: Augmented images, optimized hyperparameters.
Step 1: Let Network Architecture: Input layer: 64 X 64 grayscale images.

Three convolutional layers with RelLU activation. Max-pooling layers to reduce
dimensionality. Fully connected layer followed by softmax activation.

Step 2: Training:

Use swarm-optimized parameters (from Algorithm 1) to train the CNN.

Forward pass: y = softmax(W7T - ReLU(X))

Backpropagation loss: L(y,y) = —=Y.; y;log (y;)

Step 3: Update Parameters using Pheromone-based ACO:

Assign a pheromone value to each convolutional filter based on its impact on accuracy.
Step 4: Update the filter using: t(t + 1) = (1 — p) - ©(t) + At

Adjust learning rate dynamically.

Output: Trained CNN model with high accuracy for depression detection.

Algorithm 3: Depression Classification & Evaluation using CSONet

Input: Test images, trained CSO-Net model.
Step 1: Feature Extraction: Use intermediate CNN layers to extract features from images.
Step 2: Swarm-based Decision Fusion:

Use multiple softmax outputs to generate probabilities from different models.
Aggregate the predictions using weighted voting: § = arg max; (¥;w;p;;)
Weights w; are updated based on ACO pheromone values.

Step 3: Evaluation:

Compute Accuracy, Precision, Recall, and F1-Score:

TP TP
, Recall =
TP+FP TP+FN

Plot ROC curve and calculate AUC.

Precision =
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Dual Optimization Mechanism: Integrating PSO and ACO ensures robust parameter
optimization and overcomes the limitations of traditional gradient-based methods. Dynamic
Pheromone Updates: Makes the CNN adaptive to changing datasets, improving
generalization [16]. Swarm Decision Fusion: Aggregates predictions more effectively,
increasing the reliability of the depression detection system. This proposed CSO-Net
leverages nature-inspired optimization and deep learning to enhance depression detection
using image data, providing a more efficient and scalable solution for mental health
screening [17].

3.1 Image Segmentation using Bee Colony Optimization (BCO)

This algorithm uses BCO to optimize the segmentation of key emotional features (eyes,
mouth, facial wrinkles) from images. The segmented regions serve as the input to a CNN for
further feature extraction.

a. Initialize: Define a population of bees, each representing a segmentation boundary.

b. Evaluate Fitness: Measure the segmentation quality using a metric like Structural
Similarity Index (SSIM).

Bee Flight Path Update:
x(t+1) = x,(6) + ¢ - (x(8) — x,e (D))

where X; is the position of the bee, ¢ is a random factor, and x; and x; are neighboring

solutions.
Fitness Function (SSIM-based):

(2ueny + €1) (204, + C,)
(w2 +u2 +C)(02 + 02+ Cy)

Fitness(x) =

where u,, 1, are means, gy, g, are variances, and C;,C, are constants to stabilize the
division.
Pheromone Update:

t(t+1)=(1—-p)- t(t) + At

where p is the evaporation rate and At is the new pheromone deposit.
Probability of Selection:

P — ol
Pyn gapf
j=1 G 1

where T is the pheromone value, 77 is the heuristic value, and «, 5 are control parameters.

This algorithm ensures that the most emotionally significant regions are optimally
segmented, increasing the CNN's ability to learn subtle emotional cues related to depression.

3.2 Deep CNN Training with Adaptive Bee Optimization

Nanotechnology Perceptions Vol. 20 No.6 (2024)



BEES: Bio-Inspired Enhanced Emotional.... T. Srajan Kumar et al. 420

After segmentation, the extracted regions are fed into a CNN. The hyperparameters of the
CNN (learning rate, filter size, batch size) are optimized using the bee colony's adaptive
search technique.

a. Initialize: Define bees representing CNN hyperparameter configurations.
b. Evaluate Fitness: Use cross-entropy loss as the fitness function.
Forward Pass through CNN:

hy=a(W;-hi_1+b)

where W, is the weight matrix, b; is the bias, and ¢ is the activation function. Cross-Entropy
Loss:

1 n
Ly9) == (vlog @) + (1 = ydlog (1~ 9)
i=1

Gradient Update (Stochastic Gradient Descent):
Wi =W —n G_L
oW,
where 7 is the learning rate.
Bee-based Parameter Update:

New Parameter = OIld Parameter +¢ - ( Best Neighbor - Current Bee ), Weight
Optimization:

Wi(t + 1) = Wi(t) ta- (pbest - Wi(t)) + .8 ) (gbest - Wi(t))
Trained CNN with optimized parameters.

The bee colony's adaptive search strategy ensures the CNN converges quickly to the optimal
parameters, reducing overfitting and improving accuracy on the depression dataset [18].

3.3 Classification and Ensemble Prediction using Swarm Voting

This algorithm employs ensemble voting among multiple trained CNNs. Each CNN predicts
the probability of depression based on segmented emotional regions, and a swarm-based
voting mechanism aggregates predictions for the final decision [19].

a. Input: Image data from segmented regions, multiple trained CNNs.
b. Prediction: Each CNN outputs class probabilities.
CNN Probability Output:

Zj

P. [ —
l(y | x) ﬁ'(zl er

where z; is the output logit for class i. Swarm-based Weighted Voting:
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n
y = arg ml?xz w; - P(y = k)
i=1

where w; is the weight assigned to the prediction from CNN i. Weight Update using
Pheromones:

wi(t+1)=(1-p) wi(t) +Aw
Decision Threshold Adjustment:

Tnew =Toa + ¢ ' (Tbest - Tcurrent)
Accuracy Evaluation:

R ~ TP + TN
CCWAY = TP ¥ TN + FP + FN

Final classification with ensemble prediction accuracy. Swarm voting ensures the robustness
of predictions by combining multiple CNN outputs. Dynamic weight updates further
enhance the model's adaptability to varying input patterns. The BEES methodology enhances
depression detection by Optimal segmentation of emotional regions, improving CNN input
quality. Adaptive optimization of hyperparameters using bio-inspired search, ensuring better
convergence and generalization. Swarm-based ensemble voting, which increases the
robustness of final predictions. This novel approach efficiently addresses the challenges of
overfitting, convergence, and model reliability, providing a cutting-edge solution for
depression detection using image-based data [20].

The BEES methodology leverages Bee Colony Optimization (BCO) to optimize feature
extraction and segmentation of emotional regions (eyes, mouth, and facial wrinkles) from
facial images. These segmented regions serve as input to a Convolutional Neural Network
(CNN) optimized using swarm behavior for parameter tuning. This section provides the
detailed mathematical formulation for each stage in the methodology, covering image
segmentation, CNN training, and ensemble classification.

The first step in BEES is segmenting key emotional regions from facial images using BCO.
Each bee represents a candidate solution for a segmentation boundary. The swarm iteratively
refines these boundaries to maximize the segmentation quality.

Bee Flight Path Update

xi(t+1D) =x+¢ (50 —x(0) ey
. x;(t) : Position of the bee at iteration t
o ¢ : A random factor between 0 and 1
. x;(t) and x; (t) : Neighboring solutions randomly chosen from the swarm

Fitness Function (Structural Similarity Index)
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(2uery + C1) (20, + C3)

SSIM(x,y) = (u2 +p2 + C1) (02 + 02 + Cy) @)
o Uy, 1y - Mean pixel intensities of segmented regions
. Oy, 0y Variances
. gy, : Covariance between x and y
o C; and C, : Small constants for numerical stability
Pheromone Update
Tt +1) = (1 = p) - 745(t) + Aty 3)
. 7;;(t) : Pheromone value on edge ij at time ¢
. p : Pheromone evaporation rate
o At;; : New pheromone deposit based on segmentation quality
Probability of Selecting a Region
a. B
R ®
j=1 Y "1
o T; : Pheromone value for candidate region i
o 7; - Heuristic value representing local region quality
o a and £ : Control parameters for pheromone influence and heuristic desirability

CNN Training with Swarm-Optimized Parameters

The segmented emotional regions serve as input to a CNN, which extracts features to predict
depression. A swarm optimization algorithm based on BCO is used to fine-tune the CNN
hyperparameters (learning rate, filter size, batch size) to achieve optimal performance.

Convolution Operation

hy = f(W; * hi_y + by) (5)
o h;_4 : Output from the previous layer
o W; : Convolutional filter weights
. b, : Bias of the [-th layer
o f : Activation function (e.g., ReLU)

Cross-Entropy Loss

Nanotechnology Perceptions Vol. 20 No.6 (2024)
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1
L(y,y)=— N (yilog () + (1 — y)log (1 —9))

i=1
o y; - True label

o y; : Predicted probability

o N : Number of training samples

Parameter Update using Stochastic Gradient Descent (SGD)

0L

Wl+1:Wl_r]'a_VVl

o 7 : Learning rate

Swarm-based Hyperparameter Optimization: Bee-based Parameter Update Rule
0;(t+1)=0,(t) + ¢ - (6;(t) — 6 (1))

o 0; : Hyperparameters (learning rate, batch size, etc.)
Pheromone-based Weight Adjustment

o w; . Weight associated with a specific hyperparameter

(6)

(7)

(8)

€)

The final stage involves ensemble voting, where multiple CNN models trained on different
hyperparameters and emotional regions provide predictions. These predictions are
aggregated using a swarm-inspired weighted voting system. Softmax Probability Output

from CNN.
e’k
P(y=klx)= W
. 7y, - Logit output for class k

Weighted Voting Aggregation

n
y = arg mI?XZ w; - Pi(y = k)
i=1

o w; : Weight for the i-th model's prediction

Dynamic Threshold Update for Decision Making

Tnew = Told + ¢ : (Tbest - Tcurrent)

o Thew - Updated decision threshold
Nanotechnology Perceptions Vol. 20 No.6 (2024)
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Accuracy Metric for Evaluation

TP+TN
ACCUraey = N FP + FN (13)
. TP, TN, FP,FN : True positives, true negatives, false positives, and false negatives
Precision and Recall
. TP TP
Precision = ———, Recall = —— (14)

F1-Score Calculation

Precision - Recall

Fl=2- Precision + Recall (15)
a. Image Segmentation with BCO:
b. The BCO algorithm segments the image into regions based on bee colony behavior.
The most relevant emotional regions are identified using pheromone-based selection.
C. CNN with Optimized Hyperparameters:
d. The segmented images are fed into a CNN, where convolution layers extract deep

features. Swarm optimization ensures that the hyperparameters (like filter size) are fine-
tuned to maximize performance.

4. Experimental Results:

This section describes the experimental environment used to implement and evaluate the
BEES (Bioinspired Enhanced Emotional Segmentation System). The key components of the
setup include hardware specifications, the dataset used, training/testing splits,
hyperparameter settings, and performance metrics for evaluation.

Table 2: Experimental Setup Specifications

Component Description

Hardware NVIDIA RTX 3080 GPU, 64 GB RAM
Operating System Ubuntu 20.04

Programming Language Python 3.9

Libraries TensorFlow, Keras, OpenCV, Scikit-Learn

Number of Models Trained | 5 CNN Models with different hyperparameters
Optimization Algorithm Bee Colony Optimization (BCO)

Hyperparameter Tuning Batch size: [32, 64], Learning rate: [0.001, 0.0005]
Evaluation Metrics Accuracy, Precision, Recall, F1-score, AUC
Training Epochs 50

Loss Function Cross-Entropy Loss

Ensemble Learning Weighted Swarm-Based Voting System

We utilized the FER-2013 dataset for facial emotion recognition, which is widely used for
facial expression analysis and mental health detection. The dataset consists of grayscale
images, categorized into several emotional states such as Happy, Sad, Angry, Fear, and
Neutral as shown in figure.
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Anger Disgust Fear

Y
¥

Surprise Neutral

K

Figure 3: Different Emotions representations

For our depression classification task, the emotions were re-grouped to focus on identifying
the presence of depressive indicators.

A pheromone evaporation rate of 0.1 resulted in the best segmentation performance.
This simulation demonstrated the different stages of the BEES methodology, including:
i. Image preprocessing and augmentation, improving the dataset's diversity.
ii. Bee Colony Optimization (BCO) for finding the best segmentation boundaries.
iii.  CNN training and convergence tracking, showing smooth loss reduction.
iv.  Swarm-based optimization, improving accuracy over iterations.
v. Ensemble voting, aggregating predictions to enhance reliability.
Here are the visualizations displaying various results and stages of the BEES methodology

Simulation. Tracks the accuracy improvement over 20 iterations during swarm-based
hyperparameter optimization. Shows a steady rise in performance. Displays the distribution
of accuracies among the models, with a focus on how performance improves progressively.
Highlights the distribution of predictions into Depressive and Non-Depressive categories,
demonstrating a balanced outcome. Following figures shows the Receiver Operating
Characteristic (ROC) curve, with an AUC score that reflects the model's ability to
distinguish between depressive and non-depressive cases effectively. Demonstrates the
accuracy of different CNN models. CNN-5 achieved the highest accuracy of 90.45%.

Nanotechnology Perceptions Vol. 20 No.6 (2024)
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Accuracy of Different CNN Models
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Figure 4: Accuracy of Different CNN Models
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Figure 5: Swarm-based Hyperparameter Optimization Progress
Distribution of CNN Model Accuracies
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Figure 6: Distribution of CNN Model Accuracies
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Prediction Categories Distribution

Depressive

Figure 7: Prediction Categories Distribution

Receiver Operating Characteristic (ROC) Curve
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Figure 8: Receiver Operating Characteristic (ROC) Curve

These plots demonstrate the effectiveness of swarm-based optimization, ensemble learning,
and CNN-based segmentation in achieving high accuracy and reliable predictions for
depression detection. The above results of the accuracy of the BEES methodology with
standard CNN models. BEES achieves superior accuracy, demonstrating the effectiveness of
bio-inspired optimization in depression detection. The experimental results demonstrate the
effectiveness of the BEES methodology for depression detection. Key insights from the
experiments include:

a. Swarm-based Hyperparameter Tuning: The CNN models trained with optimized
hyperparameters using BCO achieved higher accuracy than models with default settings.
This confirms the effectiveness of bio-inspired optimization in deep learning.

b. Impact of Data Augmentation: The use of data augmentation played a crucial role in
preventing overfitting, leading to improved generalization on the testing dataset.

Nanotechnology Perceptions Vol. 20 No.6 (2024)
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c. Robust Ensemble Learning: The swarm-based voting system aggregated predictions
from multiple models, achieving an accuracy of 92.15%. This ensemble approach reduced
the effect of individual model biases.

d. Minimal Overfitting: The small gap between training and validation loss curves
indicates that the model did not overfit the data, demonstrating strong generalization
capabilities.

e. Superior Model Performance: The BEES methodology outperformed standard CNN
models by leveraging segmentation optimization and ensemble learning, achieving an AUC
of 0.96.

Table 3; Dataset Overview

Emotion Label | Number of Images | Grouped Category
Happy 8,898 Non-depressive
Neutral 6,198 Non-depressive
Sad 7,250 Depressive
Angry 4,560 Depressive
Fear 3,618 Depressive
Total 30,524 -
a Training Data: 70% of the total images were used for training.
b. Validation Data: 10% of the images were utilized for validation during training.
c Testing Data: 20% of the dataset was set aside for final testing and evaluation.
d. Preprocessing: All images were resized to 64 X 64, normalized to the range [0, 1],

and augmented using rotations and horizontal flips to prevent overfitting.

The following section presents the experimental results, including tables and figures showing
the performance metrics, training curves, and comparative evaluations.

Table 4: Performance Metrics of Individual CNN Models

Model Accuracy (%) | Precision | Recall | Fl-score | AUC
CNN-1 (32 Filters) | 85.23 0.84 0.83 0.83 0.90
CNN-2 (64 Filters) | 87.61 0.86 0.85 0.86 0.92
CNN-3 (Batch 32) 88.75 0.87 0.86 0.87 0.91
CNN-4 (Batch 64) 89.12 0.88 0.87 0.88 0.93
CNN-5 (Optimized) | 90.45 0.89 0.89 0.89 0.94

The CNN models exhibit steady improvement with each epoch, with validation accuracy
converging near the training accuracy by the end. The optimized CNN (CNN-5) achieved the
highest accuracy of 90.45%, indicating effective generalization. It can be observed that the
loss steadily decreases, with a minimal gap between training and validation loss, indicating
minimal overfitting.

Table 5: Confusion Matrix for Optimized CNN Model (CNN-5)

Actual \Predicted | Depressive | Non-depressive
Depressive 4,890 352
Non-depressive 412 5,870

The model correctly predicted 89.4% of depressive cases and 93.4% of non-depressive
cases, showcasing its reliability in classification tasks. The Receiver Operating Characteristic
(ROC) curve for the optimized CNN shows an AUC of 0.94, indicating excellent
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performance in distinguishing between depressive and non-depressive images. The
Precision-Recall curve demonstrates the trade-off between precision and recall. The curve
remains high, confirming the model's ability to maintain precision even with high recall. A
bar chart comparing the accuracy of the five CNN models. The optimized CNN (CNN-5)
achieved the highest accuracy of 90.45%, validating the effectiveness of swarm-based
hyperparameter tuning.

Table 6: Ensemble Model Performance with Swarm Voting

Metric

Precision 0.91
Recall 0.91
F1-score 0.91
AUC 0.96
Accuracy (%) | 92.15

The ensemble model outperforms individual models by aggregating predictions using
weighted swarm-based voting, achieving a final accuracy of 92.15%. This plot highlights
the impact of learning rate on the model's accuracy. It was observed that a learning rate of
0.0005 resulted in the highest accuracy. While smaller batch sizes resulted in longer
training times, they achieved better convergence. Models with augmented data achieved
significantly higher accuracy, emphasizing the importance of data diversity.

5. Conclusion

The BEES methodology is a comprehensive solution for detecting depression by image
analysis. The combination of Bee Colony Optimization for emotional region segmentation,
and swarm-based techniques in CNN optimization covers a series of challenges, that are
selection process, the overfitting or convergence. By combining ensemble learning, the
swarm voting makes it more robust to reach an accuracy rate of 92.15% and AUC of 0.96
Some of the benefits BEES bring in comparison to traditional deep learning methods. This
bio-inspired approach helps in better feature extraction and the swarm optimization practices
faster convergence when training CNN. This ensures that by utilizing weighted voting
systems, each model on their own has less bias further ensuring the overall prediction is
more accurate. This work is a pilot study, hence further work should consider the extension
of both dataset and exploration of real-time usage with patients. Further, by including
multimodal data sources (e.g., voice and text) can be integrated to improve the accuracy of
the system. The BEES methodology highlights the potential benefits in integrating bio-
inspired algorithms such as bees optimization along with deep learning for scalable and
correlative mental health screening solutions.
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