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With the growing use of Internet of Things (IoT) applications, it's crucial to prioritize security, as 

IoT devices are limited in resources and susceptible to various attacks. Currently, global security 

standards for IoT architectures are not widely enforced. Traditional security approaches are not 

feasible due to the limited computational power and energy of IoT devices. Artificial intelligence 

(AI) has emerged as a technology that innovates solutions in various domains. Machine learning 

(ML) is widely used to solve real-world problems in AI. It is a learning-based approach that 

incrementally gains knowledge to enhance cybersecurity. Existing literature on IoT application 

security mainly focuses on attack detection and classification. In a recent paper, we proposed an 

ML framework with a two-step process to improve IoT application security. In the first step, we 

utilized ML models for attack detection. In the second step, we used the best-performing model to 

classify attacks by leveraging labels in the process. Our proposed algorithm, Learning-based 

Cyberattack Detection and Classification (LbCDC), was tested using the UNSW-NB15 dataset. 

The experimental results showed that our system could detect and classify cyberattacks, achieving 

89.55% accuracy for attack detection and 95.97% accuracy for attack classification. This ML 

framework can be integrated into organizations' existing security platforms. 
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1. Introduction  

Internet of Things (IoT) technology has made unprecedented applications involving seamless 

integration of things and digital devices. In other words, bright and intelligent applications, 

which were only possible after the invention of IoT, are realized with IoT. However, there are 

specific security challenges as the technology involves heterogeneous devices, applications, 

and protocols that do not have global standards. In other words, IoT use cases are vulnerable 

to various kinds of attacks [1]. Since IoT devices are resource-constrained, the traditional 

security primitives are not directly suitable for IoT applications. Since IoT-integrated 

applications are sensor-based and produce large volumes of data (big data), it is essential to 

have a learning-based approachthat incrementally gains knowledge for known and unknown 

attacks. With the emergence of artificial intelligence (AI), learning-based approaches became 

significant. For instance, ML-based approaches for cybersecurity enhancement in IoT 

applications are used in [2], [3], and [4], to mention a few. ML models are widely used for 

improving security in networks and information systems, as revealed by prior works reviewed 

in this paper. Neural networks and advanced neural networks like deep learning models are 

also used to improve IoT security.  

Many researchers contributed towards ML-based security to IoT applications. Farhan et al. [5] 

addressed IoT cyber security, proposing a deep learning method to effectively detect software 

piracy and malware threats. Adi et al. [6] examined challenges in IoT data processing for ML 

and proposed a framework for adaptive learning, fostering intelligent IoT applications. 

Kamran et al. [7] Explored the evolving cyberspace vulnerabilities and the inadequacy of 

conventional security systems. It focuses on the critical role of ML in cyber security, 

discussing challenges, applications, datasets, and evaluation metrics. Mohanta et al. [8] 

explored IoT's rapid growth, emphasizing security challenges. It discusses CIA (confidentially 

integrity availability) concerns and layer-wise issues and addresses them with ML, AI, and 

Blockchain technologies, outlining research challenges. Mohamed et al. [9] introduced the 

Edge-IIoT (industrial Internet of things) set, a realistic cyber security dataset for IoT and IIoT 

applications, enabling the evaluation of ML-based intrusion detection systems in centralized 

and federated learning(FL) modes. From the literature review, it is understood that the existing 

methodology for cyber-attack detection and classification can be improved by using attack 

detection results in classification along with the knowledge gained from training data.  

The literature reveals challenges, including a lack of sufficient training samples, a weak pre-

processing methodology, and an inability to detect new, previously unknown attacks. 

Motivated by these issues, this paper aims to create an ML-based intelligent framework with 

a two-step process for leveraging cybersecurity in IoT use cases. Our contributions to this 

paper are as follows.  

1. We proposed an ML framework with a two-step process that leverages state of the art 

to improve the security of IoT applications. The novel approach of using attack 

detection results in training models in classification could enhance performance in 

attack classification.  
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2. We proposed an algorithm known as learning-based Cyberattack Detection and 

Classification (LbCDC). This algorithm helps realize our framework by facilitating 

attack detection and classification procedures.  

3. An empirical study is made with a prototype using the UNSW-NB15 dataset which 

has scope for comprehensive cybersecurity research about IoT use cases. Our system 

achieved the highest accuracy, 89.55% for attack detection and 95.97% accuracy for 

attack classification.  

The remainder of the paper is structured as follows: Section 2 reviews the literature on existing 

methods based on ML models for cyberattack detection and classification. Section 3 presents 

our methodology, which follows a two-step process for automatically detecting attacks and 

classifying them with improved efficiency. Section 4 presents observations made in our 

empirical study with attack detection and classification results. Section 5 discusses the 

significance of our approach and the performance benefits. Section 6 concludes our work and 

provides scope for future research. 

2. Related Work 

This section reviews the literature on existing methods based on ML for intrusion detection in 

IoT applications. Fan et al. [1] discussed the impact of IoT and MLon cyber security and cyber-

physical systems (CPS)/IoT, emphasizing benefits, vulnerabilities, and malicious uses. Bagaa 

et al. [2] highlight IoT security challenges and introduce an AI-based framework using 

software-defined networking (SDN), network function virtualization (NFV),and ML for threat 

detection. Fatima et al. [3] proposed an overlapped spectrum sensing approach for cognitive 

radio networks, prioritizing the secondary source, enhancing relay assistance, and improving 

quality of services (QoS)requirements.Liang et al. [4] addressed IoT security challenges like 

attacks and proposed ML-based solutions for authentication, access control, and malware 

detection. Farhan et al. [5] addressed IoT cyber security, suggesting a deep learning method 

to detect software piracy and malware threats effectively. Adi et al. [6] examined challenges 

in IoT data processing for ML and proposed a framework for adaptive learning, fostering 

intelligent IoT applications.Kamran et al. [7] Explored the evolving cyberspace vulnerabilities 

and the inadequacy of conventional security systems. It focuses on the critical role of ML in 

cyber security, discussing challenges, applications, datasets, and evaluation metrics.Mohanta 

et al. [8] explored IoT's rapid growth, emphasizing security challenges. It discusses CIA 

concerns and layer-wise issues and addresses them with ML, AI, and Blockchain technologies, 

outlining research challenges.Mohamed et al. [9] introduced Edge-IIoTset, a realistic cyber 

security dataset for IoT and IIoT applications, enabling the evaluation of ML-based intrusion 

detection systems in centralized and FL modes. Elsis et al. [10] introduced a novel IoT 

architecture using XGBoost for online monitoring of gas-insulated switchgear GIS, effectively 

detecting defects and cyber-attacks.Muhammad et al. [11] tracked malicious communications 

as necessary for IoT security. Feature selection problems hamper ML models. A new 

framework, CorrAUC, addresses this, which achieves enormous accuracy. 

Mahmudul et al. [12] addressed IoT security, comparing ML models logistic regression (LR), 

support vector machine (SVM), decision tree (DT), Random Forest (RF), and artificial neural 



                                                  A Machine Learning-Based Intelligent.... Masarath Saba et al. 522  

 

Nanotechnology Perceptions 20 No. S14 (2024)  

network (ANN) for attack prediction.RFoutperforms, but further research on real-time data is 

needed. Ali et al. [13] discussed the rapid growth of IoT, its security challenges, and the need 

for enhanced measures using ML/deep learning (DL)methods.  Ahzamet al. [14] addressed 

IoT security vulnerabilities and proposed solutions by integrating deep learning and big data 

technologies for enhanced efficiency and effectiveness, backed by a comprehensive survey 

and thematic taxonomy. Donglianget al. [5] Tran et al. [16] presented an IoT architecture 

utilizing ML to monitor induction motor status, emphasizing fault detection and cyber-attack 

suppression. Experimental scenarios confirm its effectiveness. Laizhonget al. [17] Discussed 

the integration of ML in IoT applications, emphasizing recent advancements in applications 

like traffic profiling, security, and network management. Challenges and open issues are also 

addressed. Josaet al. [18] presented a brilliant IoT security architecture blending CEP and ML 

for real-time attack detection validated in a healthcare network. Kuzluet al. [19] Explored the 

surge in IoT use, the integration of AI in cyber security, and the dual role of AI in cyber-

attacks. Bechoo et al. [20] tackled the drawbacks of using several security repositories and 

manual vulnerability assessment in IoT. It suggests a cognitive cybersecurity technique that 

uses machine learning to enhance the analysis and accuracy of data. This technique will be 

improved upon in the future, and its effects on vulnerability identification and security 

assessments will be assessed. 

Dilara et al. [21] reviewed ML methods for cyber security intrusion detection, focusing on 

recent deep learning approaches. It includes analysis of benchmark datasets, aiding researchers 

in ML and DL for cyber security applications. Sarker et al. [22] explored MLalgorithms, 

emphasizing their application across real-world domains like cyber security, healthcare, and 

more. It outlines challenges and research directions, serving as a reference guide. Rahman et 

al. [23] proposed semi-distributed and distributed intrusion detection systems for resource-

constrained IoT devices, enhancing responsiveness and accuracy. Experimental results 

demonstrate promising performance. Syeda et al. [24] highlight the expanding influence of 

IoT on daily life, emphasizing ML's role in addressing evolving security challenges. Ali et al. 

[25] discussed methods for improving IoT security against flaws and assaults using machine 

learning (ML) and deep learning (DL). The efficacy of techniques like graph neural networks 

and AdaBoost is highlighted in its evaluation of current research. Further research should 

concentrate on improving these methods and looking at fresh ML/DL approaches to increase 

accuracy. Eklaset al. [26] explored big data and ML applications in the IoT-based smart grid, 

emphasizing challenges, security concerns, and future research directions. Selvan et al. [27] 

Proceedings of ICOECA 2022, held in Bangalore, India, highlight intelligent computing 

applications, featuring 57 selected high-quality research works. Zacharias et al. [28] 

introduced a FL model for IoT network attack detection, ensuring privacy without 

compromising performance. Martin et al. [29] proposed integrating SCARGC, an extreme 

verification latency algorithm, into an IoT intrusion detection system, addressing non-

stationary environments and concept drift challenges for sustainable security in IoT. The 

approach shows promising results in real-world IoT datasets, demonstrating its effectiveness 

against cyber-attacks. Future work includes exploring other extreme verification latency 

(EVL) methods and expanding implementations with neural networks and deep learning 

models for enhanced security. Muhammad et al. [30] Emphasized ML for the timely detection 
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of cyber threats and incident response using Mitre attacks. RF achieves the highest accuracy. 

Future work involves diverse log sources and real-time detection. From the literature review, 

it is understood that the existing methodology for cyber-attack detection and classification can 

be improved with the usage of attack detection results in classification along with the 

knowledge gained from training data.  

Emanuel et al. [31] examined ML methods such as logistic regression, naïve Bayes, 

perceptron, and k-nearest neighbors—for stopping cyberattacks on Colombian IoT devices. 

Fatima et al. [32] demand for ML-based threat detection systems has been fuelled by worries 

about cybersecurity arising from the rise of IoT. Zhiyanet al. [33] examined ML techniques 

for IoT network security, with an emphasis on advanced persistent threat (APT) assaults, 

intrusion detection system (IDS) varieties, and detection difficulties. Yawei et al. [34] 

examined the possibilities of deep learning for IoT security, focusing on device identification 

and profiling for better defense.Amin et al. [35] highlighted the influence of IoT and ML on 

urban efficiency and livability while discussing the possibilities of these technologies in smart 

cities. 

Iqbal et al. [36] highlighted the promise of ML for proactive defense while discussing how to 

use it for cybersecurity in the digital age. Yakub et al. [37] investigated the use of ML to 

identify intrusions in IoT networks, attaining excellent performance and accuracy using 

several methods. Anand et al. [38] created new security issues by revolutionizing 

communication with networked devices. To stop assaults, an IPS that links manufacturer Serial 

Number internet protocol (IP) addresses is suggested. Iqbal et al. [39] investigated how AI, in 

particular machine and deep learning, improves Internet of Things security by utilizing raw 

data analysis to thwart cyberattacks. It criticizes conventional security measures as insufficient 

and recommends that future studies concentrate on developing AI strategies to counter new 

threats. The research intends to guide IoT security to cybersecurity specialists. Rashid et al. 

[40] compared to single models, this research suggests ensemble ML techniques for assault 

detection. Cybersecurity threats exist for IoT-powered intelligent cities. 

Alwahedi et al. [41] examined the use of machine learning to improve IoT security, 

emphasizing emerging trends, difficulties, and open problems. It highlights the need for more 

investigation and comprehensive approaches, suggesting future studies using massive 

language models and generative artificial intelligence to improve IoT cyber threat 

identification and resistance.Algethami and Alshamrani [42] combined the architectures of 

ANN, BLSTM, and GRU to present a hybrid deep learning model for IoHTcybersecurity. 

There are very few false positives and 100% accuracy. With the evolution of IoT devices and 

cyber threats, future research should concentrate on adaptive models and unsupervised 

learning to identify new risks. Gongada et al. [43] enhanced cyber threat detection in big data 

and process mining by the application of machine learning and new metrics. Though its 

accuracy is quite good, it has issues with industry generalization and model validation. To 

improve the resilience and applicability of the model in different real-world circumstances, 

future work should incorporate cross-validation and more extensive testing. MOHAMED et 

al. [44] investigated the use of federated deep learning for Internet of Things cybersecurity, 
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looking at its applicability in a variety of fields and its connection to intrusion detection 

systems and blockchain. When it comes to privacy and threat detection, federated learning 

works better than centralized techniques. Subsequent research endeavorsshould tackle 

detected weaknesses and investigate more advancements in federated learning methodologies. 

Karimy et al. [45] analyzed machine learning technologies for anomaly detection and discusses 

IoT security issues. It draws attention to the utilization of datasets and current models while 

stressing the necessity for more robust security measures. To improve IoT device security and 

solve highlighted difficulties, future work will concentrate on building sophisticated machine 

learning-based intrusion detection algorithms. 

Chen et al. [46] discussed the use of machine learning techniques to identify cyber threats, 

particularly advanced persistent threats (APTs) in Internet of Things networks. The limitations 

of APTs in terms of limited datasets and rare traffic emphasize problems. To improve detection 

and address unresolved challenges, the study classifies intrusion detection systems and 

explores potential future research routes. Mazhar et al. [47] examined how to use deep learning 

and machine intelligence to improve IoT security in the face of changing cyber threats. It draws 

attention to the shortcomings of conventional techniques and investigates fresh AI-driven 

options for threat identification. Upcoming projects will focus on creating sophisticated 

models and solving problems to improve IoT security.  

3. Proposed System 

We proposed a system that exploits a two-step process to enhance cybersecurity in IoT use 

cases. Unlike using ML models for attack classification, we followed a different approach 

consisting of two steps leading to better classification performance. More details are provided 

in the subsequent sections.  

3.1 Problem Definition  

Provided network flows in IoT network, automatic detection of cyberattacks and classifying 

them to leverage state of the art is the problem considered. There are many existing systems 

using ML to detect cyberattacks. However, in this paper, we considered the problem of using 

attack detection results as labels for the classification of attack categories.  

3.2 Our Framework  

We proposed an ML-based framework, as presented in Figure 1, for efficient detection and 

classification of cyberattacks. The proposed system is designed differently than traditional 

supervised learning-based intrusion detection systems.An intrusion detection system such as 

the one discussed in [4] detects intrusions based on supervised learning. Many approaches are 

found similar in the literature. The novelty of the proposed system is that it makes use of attack 

detection results (labels) in the process of classification. Therefore, the whole procedure is 

done with a two-step process. UNSW-NB15 [48] dataset is used for empirical study. The 

dataset is subjected to pre-processing, which takes care of missing values and requires data 

transformation that is suitable for a learning-based approach. Rowswith missing values are 

discarded.The dataset is split into training and test sets with an 80:20 ratio. Training data is 
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used for the ML process. The ML models used in this study are known as the 

HistGradientBoosting (HGB) classifier [49], RF [50], Multilayer Perceptron [51], and 

GradientBoosting Classifier [52]. These four classifiers are trained using the training data. The 

ML models on training result in learned models that will persist for reuse in the future. Each 

model is tested with test instances with binary classification with 0 for standard and 1 for attack 

flows. The attack detection process results in the labeling of test instances. This is part of the 

first step in a two-step process. The result of the best-performing model involved in the 

detection process (class labels) is used in the attack classification process.  

 

Figure 1: Proposed for attack detection and classification 

Once the attack detection models are evaluated, the best-performing model is identified, and 

its results (attack or normal labels) are used in the multi-class classification process. The multi-

class classifier is trained with training data, and the best-performing ML models produce the 

attack classification labels. Attack classification is a multi-class classification with nine labels 

(10, including the normal category). The proposed framework exploits four ML models, as 

mentioned earlier. Histogram-based gradient boosting (GB) is one of the ML models that use 

gradient-boosting trees. HGB has the potential to accelerate the training process, leading to 

faster execution. It is achieved by the model by exploiting histograms and data structures based 

on integers, unlike traditional models, which are based on GB. RF is another model used in 

this paper that follows an ensemble approach combining many decision trees leading to 

corresponding predictions over randomly sampled subsets of given training. Eventually, RF 

makes a final decision that will be more accurate besides reducing the risk of overfitting. The 

third model used in our empirical study is known as MLP, which is a kind of artificial neural 

network based on multiple perceptrons.  It has an input layer to take input and an output layer 

to provide results or predictions. Between the two layers, there might be several hidden layers 

that process data and enable the output layer to render predictions. MLP is used as a supervised 

learning-based model for detecting intrusions automatically. In the training process, the 

model's biases and weights are adjusted to minimize error. It makes use of backpropagation to 

adjust biases or weights. The fourth model used in our framework is known as GB. It is made 

up of many weak prediction models with an ensemble approach. The prediction models are in 
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the form of decision trees. It is a gradient-boosting approach using a decision tree as a weak 

learner. Predictions from multiple learner models are used to form a final prediction model. 

Combining many constituent weak prediction models results in a better prediction model.  

3.3 Algorithm Design  

We proposed an algorithm known as LbCDC. The UNSW-NB15 dataset was used for our 

empirical study. Experimental results revealed that the proposed system can detect and classify 

cyberattacks. 

Algorithm 1: Learning-based Cyberattack Detection and Classification 

Algorithm: Learning-based Cyberattack Detection and Classification (LbCDC) 

Inputs: 

UNSW-NB15 dataset D 

Machine learning pipeline P (HistGradientBoosting Classifier, Random Forest, Multilayer 

Perceptron, GradientBoosting Classifier) 

 

Output: 

Attack detection results R1, attack classification results R2, performance statistics R3 

 

1. Begin 

2. Initialize attack detection results map RM1 

3. Initialize results vector R (to hold predictions of best performing model) 

4. D’PreProcess(D) 

5. (T1, T2)SplitDataset(D’) 

Attack Detection 

6. For each model m in P 

7.   Train m with T1 

8. R1TestModel(m, T2) 

9.   R3EvauatePerformance(R1, ground_truth) 

10.    Update RM1 with the m and R1 

11.    Display R1 //attack detection results 

12.    Display R3 //attack detection performance statistics 

13. End For  

Find Results of Best Performing Model 

14. RFindResultsOfBestModel(RM1) 

Attack Classification  

15. For each model m in P  

16.   Train m with T1 and R //using labels of attack detection results  

17.   R2TestModel(m, T2) 

18.   R3EvauatePerformance(R2, ground_truth) 

19.   Display R2 //attack classification results 

20.   Display R3 //attack classification performance statistics 

21. End For  
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22. End 

 

As presented in Algorithm 1, it takes the UNSW-NB15 dataset and ML pipeline P HGB 

Classifier, RF, Multilayer Perceptron, and GB (Classifier) as inputs. It generates outputs like 

attack detection results, attack classification results, and performance statistics. In step 4, pre-

processing is carried out in terms of dealing with missing values and required data 

transformation suitable for a learning-based approach. In step 5, the algorithm divides the 

dataset into two parts, namely the training set (T1) and the test set (T2). Step 6 through Step 

13, there is an iterative process meant for attack detection. The four ML models in the pipeline 

are used for attack detection. Each model is trained with T1 and evaluated with T2. The attack 

detection results and performance statistics are observed. Then, in step 14, the results 

(classification labels) of the best-performing model are obtained from the map RM1, which 

holds key and value pairs in the form of the model and its attack prediction results. Step 15 

through step 21, there is another iterative process that trains each ML model with T1 and also 

attack detection results (R) of the best-performing model. Finally, the algorithm provides 

results of attack detection, classification, and performance statistics.The labels in the detection 

process can help in going for multi-class classification. A non-zero label indicates a class that 

needs to be determined. 

3.4 Dataset Details 

UNSW-NB15 [31] is the dataset used in the empirical study. It is widely used in cybersecurity 

studies linked to IoT use cases as it has IoT network traffic data consisting of all kinds of 

attacks and expected flows. It has 256,673 instances in total, including 175,341 instances for 

training and 82,332 cases for testing. Figure 2 shows different attack flows found in the 

dataset.The class labels and their attack category name are provided in Table 1. best 

 

 

Figure 2: Different attack classes found in the UNSW-NB15 dataset 

The dataset reflects an IoT network with 47 features consisting of 2.5 million data points. It 

has two target variables. The first variable holds 1 (attack) or 0 (standard), which is used to 
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determine whether there is an attack. The second variable has ten values from 0-9, reflecting 

different kinds of attacks, as shown in Table 1. 

Table 1: Shows attack class values and corresponding attack names 

Attack Class Value Attack Name 

0 Normal 

1 Fuzzers 

2 Analysis 

3 Backdoors 

4 DoS 

5 Exploits 

6 Generic 

7 Reconnaissance 

8 Shellcode 

9 Worms 

The attack classes are used to classify attacks. They are particularly useful when generating a 

confusion matrix for all classes.  

3.5 Performance Evaluation Methodology 

Since we used supervised learning models, the ground truth of each test instance is compared 

against the predicted algorithm's predictions. This will result in the identification of a number 

of true positives (TPs), true negatives (TNs), false positives (FPs), and false negatives (FNs). 

The meaning of these four cases is illustrated in Figure 3.  

 

Figure 3: Confusion matrix 

After observing algorithm predictions and comparing them with ground truth, four 

performance metrics are computed. These metrics are mathematically expressed in Equation 

1, Equation 2, Equation 3, and Equation 4. 

Precision (p) = 
TP

TP+FP
(1) 

Recall (r) = 
TP

TP+FN
(2) 



529 Masarath Saba et al. A Machine Learning-Based Intelligent....                                                                   

 

Nanotechnology Perceptions 20 No. S14 (2024)  

 

F1-Score =  2 ∗
(p∗ r)

(p+r)
(3) 

Accuracy = 
TP+TN

TP+TN+FP+FN  
(4) 

These metrics are widely used in ML applications to evaluate model performance. Each metric 

results in a value between 0 and 1. This means that these measures cannot have a value higher 

than 1, as 1 indicates 100% performance. 

  

4. Experimental Results 

We built a Python-based application to implement and evaluate the proposed system. The 

environment used for execution of the application includes a system with Windows 11 OS and 

an Intel Core i5-1335U processor with 16 GB RAM. UNSW-NB15 [31] dataset is used for 

empirical study. The results of the experiments in terms of exploratory data analysis and 

performance evaluation are provided in this section. The proposed system uses four ML 

models as HGB classifier [32], RF [33], Multilayer Perceptron [34], and 

GradientBoostingClassifier [35]. All are the ML models that could perform well in the attack 

detection process.  

HGB classifier is used with a learning rate of 0.1, maximum features of 1.0, and early stopping 

"auto."RF model is configured with criterion "gini," minimum samples split 2, max features 

"sqrt." MLP model is configured with a learning rate of "constant," activation "real," initial 

learning rate of 0.0001, and max iterations 200. The gradientBoosting model is used with a 

learning rate of 0.1, several estimators of 100, a loss function of "log loss," and a max depth 

of 3. 

Figure 4 visualizes the partial dependency of the attack detection process on different features. 

The results are generated using the HGB model. 

 

Figure 4:Dependence of attack detection (attack or average) on features of the dataset using 

HGB 
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As presented in Figure 5, partial dependency of the attack type classification process on 

different features is visualized. The results are generated with the model HGB for features 

such as ct_state_ttl and ct_dst_ltm using a one-way approach and a two-way approach. 

 

Figure 5: Dependence of attack type on features of dataset like ct_state_ttl and ct_dst_ltm 

using HGB 

As presented in Figure 6, partial dependency of the attack type classification process on 

different features is visualized. The results are generated with the model HGB for features 

such as rate, state, and data.  

 

Figure 6: Dependence of attack type classification on features of the dataset using HGB 

As presented in Figure 7, the partial dependency of the attack-type classification process on 

different features is visualized. The results are generated with the model HGB for features 

such as loss, sinks, dinpkt and others. 
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Figure 7: Dependence of attack type classification on features of the dataset (cotd…) using 

HGB 

As presented in Figure 8, the partial dependency of the attack type classification process on 

different features is visualized. The results are generated with the model HGB for features 

such as dur, spots, dpkts and others. 

 

Figure 8: Dependence of attack type classification on features of the dataset (contd…) using 

HGB 

As presented in Figure 9, attack detection results are provided. Each model is evaluated for its 

performance in attack detection. Four metrics are used in performance evaluation. A higher 

value observed for each metric indicates better capability of a model in attack detection. The 

GB model has the least precision, 84.89%, MLP 88.86%, RF 89.54%, and HGB 89.55% 

precision, which is the highest. Concerning recall, the lowest performance is exhibited by RF 

with 89.41%, while the highest performance is shown by GB with 91.82% recall. MLP and 

RF achieved 89.98% and 89.41% recall respectively. GB achieved the lowest F1-Score, with 

88.22%, while HGB showed the highest F1-Score, with 90.26%. MLP and RF exhibited 

89.41% and 89.47% F1-Score respectively. Concerning accuracy, GB showed least 
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performance with 86.24%, MLP 88.08%, RF 88.21% and HGB 89.55%. HGB achieves the 

highest accuracy in attack detection with 89.55%. 

 

Figure 9: Attack detection performance comparison 

As presented in Figure 10, attack classification results are provided. Each model is evaluated 

for its performance in attack classification. Four metrics are used in performance evaluation. 

 

Figure 10: Attack classification performance comparison 
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A higher value observed for each metric indicates better capability of a model in attack 

classification. The lowest precision is exhibited by the GB model with 91.29%, MLP with 

95.55%, RF with 96.29%, and HGB with 96.30% precision, which is the highest. Concerning 

recall, the lowest performance is exhibited by RF with 86.14%, while the highest performance 

is shown by GB with 98.74% recall. MLP and RF achieved 96.76% and 96.14% recall, 

respectively. GB achieved the lowest F1-Score with 94.87%, while HGB showed the highest 

F1-Score with 97.06%. MLP and RF exhibited 96.14% and 96.21% F1-Score respectively. 

Concerning accuracy, GB showed the most minor performance with 92.74%, MLP 94.72%, 

RF 94.85%, and HGB 95.97%. HGB achieves the highest accuracy in attack classification, 

with 95.97%. The rationale behind the achievement of higher accuracy by all models in attack 

classification when compared with attack detection is the novelty of our approach in attack 

classification, where each model is trained with a training set and also attack detection results 

of the best-performing model, which happened to be HGB. The best model is determined based 

on evaluation metrics. In other words, the higher accuracy in attack classification of the models 

is due to our two-step approach used in the proposed framework.  

5. Discussion  

This research aims to develop a machine learning (ML)-based intelligent framework with a 

two-step process to enhance cybersecurity in Internet of Things (IoT) applications. Due to 

various reasons, such as the absence of security standards and the limited resources of devices, 

IoT applications are vulnerable to a variety of attacks. Many researchers have worked on ML-

based approaches for attack detection and classification in IoT systems. However, the 

approach proposed in this paper introduces a novel two-step process that utilizes cutting-edge 

methods to enhance the security of IoT applications. In the first step, ML models are used for 

attack detection, and in the second step, the results from the best-performing model are used 

for attack classification by incorporating the labels into the classification process. This 

approach allows the classification models to gain additional insights from the attack detection 

results, leading to improved performance in the attack classification process.The key findings 

in this paper include the utility of machine learning models in protecting network flows from 

intrusions and enhanced cyber security. Another important observation is that the process 

involved in the proposed system with two important steps could help in improving detection 

performance. The proposed system has set a limitation as discussed in section 5.1. 

5.1 Limitations of the Study 

The system proposed in this paper has some limitations. The dataset used in the empirical 

study has a limited number of instances, which may hinder the generalization of the findings 

unless diversified datasets are used. Additionally, the system is comprised solely of machine 

learning models, and utilizing neural networks and extended neural networks could enhance 

its performance further. It is also important to consider implementing novel feature selection 

models to improve training accuracy and attack detection performance, a step thatshould have 

been taken in this paper. 

6. Conclusion and Future Work  
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In this paper, we proposed an ML-based system for leveraging security in IoT applications. 

The system is built with a two-step process. Unlike existing systems where a single model 

detects and classifies cyberattacks, the proposed system does two steps to enhance attack 

classification accuracy. In the first step, we use ML models for attack detection. Each model 

is evaluated with training and an attack detection process. This step results in the identification 

of the best model among the models used in the first step. Then, in the second step, the results 

ofthe best-performing model identified in the first step are used for attack classification by 

exploiting labels in the attack classification process. We proposed an algorithm known as 

LbCDC. The UNSW-NB15 dataset is used for our empirical study. Experimental results 

revealed that the proposed system can detect and classify cyberattacks. Our system achieved 

the highest accuracy,89.55% for attack detection and 95.97% accuracy for attack 

classification. The research carried out in this paper reveals that multi-class classification, 

which takes attack detection results as input, is able to perform better. Our work has many 

limitations. First, we did not tune hyperparameters using UNSW-NB15. Hyperparameter 

tuning could improve performance. Second, we should have explored deep learning models. 

Deep learning models have depth in the training process and could leverage performance 

further. Third, feature selection methods have yet to be explored in this paper. In the future, 

we improve our framework to address these limitations.  
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