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Medical health sector is one the largest industry worldwide. Nowadays, the emergence of 

coronavirus (COVID-19) presents an important alert to the healthcare sector. This threatening virus 

is a concern because this virus is spreading fast and has caused many deaths. The goal of this study 

is to analyze the classification algorithms that have been utilized for various diseases in past 

research. This will be considered and explored further for future analysis of COVID-19 that could 

help researchers manage COVID-19 infections using the discussed data mining techniques. In this 

study, there are 60 studies have been included from a variety of sources such as iGATE’s, Elsevier, 

ResearchGate, Springer, BMC Public Health Journal, J. Health Engineering, International journal 

computing Technology and other etc. With data mining classification algorithms, the researcher 

can easily do the classification, prediction, clustering and data filtering from various data sources, 

especially in the healthcare system. The classification algorithms such as Naïve Bayes, support 

vector machine (SVM), multilayer perceptron (MLP), J48, K-nearest neighbor (KNN), decision 

tree, random forest and logistic regression were listed as the most applied algorithms in the past 

research. The naïve bayes, support vector machine (SVM), random forest, multilayer perceptron 

(MLP) and J48 algorithms were identified as the top five most utilized algorithms. Therefore, this 

study indicates that these classification algorithms are suitable for identifying, classifying and 
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predicting COVID-19. In conclusion, this review paper will guide the researcher for future research 

and other research community as well on the upcoming development of machine learning for the 

medical health sector, especially COVID-19.  

Keywords: Mers-Cov, COVID-19, Data Mining, Deep Learning, Classification Algorithm, 

Accuracy. 

 

1. Introduction 

1.1 Background 

Today, the healthcare sector is one of the fastest-growing industries globally. Database in the 

healthcare sector is massive and keeps evolving daily, containing a large amount of collected 

data [1]. In 2020, heart disease, diabetes, kidney diseases, stroke and cancer were listed as the 

top global causes of death [2]. At the end of 2019, all healthcare sectors worldwide were facing 

a threat from coronavirus, which spread fast and caused many deaths. The coronavirus 

(COVID-19) disease was declared an international alert in 2020 [3]. COVID-19 was first 

discovered in early December 2019 and was officially declared a pandemic on the 11th of 

March 2020 [4]. The number of infected people has been increasing, with over 4.4 million 

cases reported in August 2021, bringing the cumulative number of global cases to over 206 

million [4]. The arising of COVID-19 is triggered by severe acute respiratory syndrome 

(SARS-Cov-2) and keeps spreading globally [3]. The infected individual may have a few 

COVID-19 symptoms such as fevers, dry cough, tiredness, headaches, aches and pains or loss 

of taste [5]. Apart from that, others may experience serious symptoms such as difficulty 

breathing, pneumonia and organ failure that can cause death [6]. 

 

1.2 Motivation 

As the patient population grows, so does the medical database. Efficient diagnosis and 

prognosis of the diseases are required to reduce the burden on health care while providing the 

best possible care to patients [7]. Therefore, data mining can help detect the early symptoms 

of COVID-19 and other diseases. Data mining techniques are widely applied and used in 

various contexts and fields, especially in the healthcare system [8]. We can easily classify, 

predict, cluster, and filter data with data mining algorithms. Predictive models that combine 

different variables or characteristics to determine a person's risk of becoming infected or 

experiencing adverse effects can help medical staff test patients in allocating limited health 

care resources [7].  

 

1.3 Objective 

The main focus of this study is to review previous research in various diseases conducted by 

other researchers to identify the appropriate machine learning algorithm that will be applied 

for the next research, which is analyzing, classifying and predicting COVID-19.   

  

1.4 Major Challenge 

As this study's results will be considered for future research, there are a few obstacles 
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researchers had to face, such as minimum sources of journals or articles related to data mining 

involving COVID-19. Other than that, it is also difficult to find the algorithm with the best 

accuracy value because different datasets show different accuracy values when using the same 

algorithm. 

 

2. Data Mining 

In the 1990s, a new technology called data mining was introduced. Today, data mining plays 

an important role in helping many researchers to predict diseases [9]. This technology includes 

a variety of new concepts such as databases, artificial intelligence, machine learning and others 

[10]. Note that there are various meanings of data mining have been laid forth by various 

researchers [11]. Data mining is one of the techniques of knowledge discovery in a database 

to gather meaningful information, and other researchers have developed and applied several 

data mining techniques [12]. 

Data mining includes the analysis and prediction of data and extends beyond the collection 

and management of data. To manage the data, several data mining algorithms can be used, 

which are the prediction and classification methods. Much of the research work in data mining 

has gone into improving predictive accuracy by applying data mining techniques.  

 

2.1  Prediction Model 

A prediction model, or predictive analytics, is a statistical analysis that uses data mining, 

machine learning and algorithm. When using historical datasets, prediction models will help 

identify behaviour patterns and trends to predict future scenarios [13]. Apart from that, 

organizations and groups in various fields such as education, medicine, research and 

consultation-based company are practicing predictive models and forecasting, especially in 

decision-making and planning [13].  

 

2.2 Classification Algorithm 

Classification is a crucial method in which data are divided into a certain number of classes 

[14][15]. It is also used to categorize data into categories and classes [16]. Some of the 

classification algorithms, such as support vector machine (SVM), k-nearest neighbor (KNN), 

decision tree, random forest and Naïve Bayes algorithms, generally utilize the base classifiers 

[11]. In supervised learning, the methods generally used include artificial neural network 

(ANN), SVM, decision tree, Naïve Bayes, J48, logistics regression and others [17]. Note that 

a particular classifier may be much better compared to others for a particular dataset, but 

another classifier can perform much better for several other datasets [17]. 

 

2.3  Deep Learning 

Deep learning becomes part of a machine learning algorithm influenced by the structures and 

functions of ANN [18]. Nowadays, deep learning is gaining much popularity due to its 
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superiority in terms of accuracy when trained with a huge amount of data, especially involving 

critical domains such as medical applications, banking, and information retrieval. Apart from 

that, deep learning plays an important role in creating solutions for massive data, as data comes 

in many forms, which can be varied and evolve. Therefore, deep learning comprises multiple 

levels of features [19]. The output is produced when the features are found and created on 

numerous levels.  

Each level represents abstract features discovered from the features depicted in the previous 

level, thereby causing the level of abstraction to increase at each level. This type of learning 

enables one to discover and represent higher-level abstractions. One of the deep learning 

algorithms is neural networks, which are characterized by many layers consisting of features 

that produce the output [19] [20]. Other than that, deep learning can help solve many machine 

learning problems, especially in data classification. It can be applied to any data type, such as 

sound, text, images, time series, and video. The deep learning architectures have performed 

significantly better than modern methods and achieved high-level performances [6]. 

Regardless, the issues related to constructing multi-classifiers based on deep learning, as 

suggested by [21], will be considered. 

 

3. Research Strategy 

This paper contains articles and journals on coronavirus (COVID-19), Mers-Cov, heart 

diseases, diabetes, coronary artery diseases, breast cancer, hepatitis, thalassemia, liver and 

kidney diseases. Various data mining techniques are used to identify information from the 

clinical dataset.  

In past studies, various classification algorithms and methods have been used to obtain the best 

result (refer to Table 1). In this review, the researcher has referred to thirty-six research articles 

and journals related to medical health issues to obtain results, as in Table 2. In general, more 

than 40 studies have been included in different medical science and computing journal. Figure 

1 shows the detailed analysis process with several selection criteria that are also considered to 

ensure that the result is reliable and reproducible and to minimize error (refer to Table 1 for 

the Inclusion and Exclusion Criteria). 
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Figure 1. the Analysis Process Approach 

 

Table 1. Inclusions and Exclusions Criteria 

Criteria Inclusion Exclusion 

Year Research and publications from 2015 to 

2022  

Research and publications before 2015 

Topic Articles showing content related to Machine 

Learning 

Articles are not related to Machine 

Learning 

Issue Sources related to Medical Health issues Sources are not related to Medial 

Health issue 

Language Articles written in English  Article are not written in English 

 

4. Result and Discussion 

This section explains the classification algorithms implemented in previous studies, which 

cover diseases such as coronavirus (COVID-19), Mers-Cov, heart diseases, diabetes, coronary 

artery diseases, breast cancer, hepatitis disease, thalassemia, liver diseases and kidney 

diseases. Table 2 demonstrates the comparative study on the machine learning algorithms that 

were applied in classifying and diagnosing various diseases. Each of the classification 

algorithms used has the ability to outperform and produce accurate results. At the same time, 

Literature review (Research 

journals or articles related to 

Medical Health 

Identification of 

Classification Algorithms 

(Refer Table 2) 

Performance Metrics 

(Refer Table 2) 

 

Datasets and tools 

(Refer Table 2) 

 

Analysis 
(Refer Table 3, Table 4 and 

Table 5) 
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Table 3 shows the analysis of the frequency of use and usage percentage of classification 

algorithms for various diseases, and Table 4 represents the analysis of the frequency of use 

and usage percentage for COVID-19 and Mers-Cov disease only. Table 5 shows the overall 

analysis of classification algorithms that became the choices of many researchers. 

There are many types of classification algorithms that have been used in order to predict 

prediction accuracy. In this research, 51 types of classification algorithms were identified. 

Each of the classification algorithms has a different performance ability. The details summary 

of the performance ability of each classification algorithm is shown in the Performance 

Metrics Column in Table 2. Tables 3 and 4 demonstrated the analysis of the frequency of use 

and usage percentage for all algorithms used in the previous study. While Table 5 concluded 

the most applied algorithms for various diseases and COVID-19, Mers-Cov. All the listed 

classification algorithms in Tables 3 and 4 are beneficial to be used in identifying, classifying, 

predicting and applying for future research since each algorithm has the ability to outperform 

and produce the best results. However, the algorithms listed in Table 5 are more appropriate 

to be applied in the next research. It is because of its popularity and the choice of many 

researchers (refer to Tables 2 and 3 for details).  

This research shows that the Naïve Bayes, SVM, random forest, MLP and J48 algorithms were 

utilized more than other methods. These five algorithms have become researchers' choices in 

predicting diseases (refer to Table 3 for more details). The Naïve Bayes has been widely 

applied in many healthcare system issues [22], for example, in predicting COVID-19, heart 

diseases, diabetes, cancers and other diseases. Other than that, [12] [23] stated that Naïve 

Bayes is simple, easy to use, shows the best accuracy result, and the response is fast when used 

in large databases. Therefore, it gave satisfactory results because it can outperform more 

sophisticated classification methods. According to [12], prediction accuracy in the SVM is 

high as it also enrols a larger set of patterns and can dynamically update training patterns 

whenever there is a new pattern during classification [12]. Meanwhile, [24] expressed that 

random forest can produce better accuracy results. A random forest is also known as an 

ensemble classifier that contains many decision trees and returns class as output [25]. In deep 

learning, MLP is identified as one of the most commonly used neural network models [26]. 

Therefore, J48 is a decision tree-based algorithm. It is also becoming the choice of many 

researchers as it was originally developed from the C4.5 algorithm [27].  

In recent studies, the Waikato Environment for Knowledge Analysis (WEKA) has been the 

choice of many as a data mining tool refer to Column Dataset and Tools in Table 2. Apart 

from that, WEKA is one of the most powerful data mining tools as it offers a large number of 

classification algorithms. WEKA is open-source software and machine learning tool 

introduced by the University of Waikato, New Zealand [28]. It is a portable and dependent 

platform, fully implemented in the Java programming language and runs on almost any 

modern computing platform [29]. Furthermore, the best feature is that it offers many different 

algorithms, is easy to use for people who are not data mining experts, and offers flexible 

facilities for script experiments [30]. 
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Table 2. Comparative study on the Machine Learning Algorithms applied in classified and 

diagnosing various diseases. 

 
References  Diseases Machine Learning 

algorithm 

Performance Metrics  Datasets and 

Tool 

(instances, 

attributes) 

[31] Heart 

Disease 

J48 

KNN 

Naïve bayes 

Sequential 

Minimal 

Optimization 

(SMO) 

J48  

Accuracy -  83.732% 

 

KNN 

Accuracy – 82.775% 

 

Naïve Bayes 

Accuracy – 81.818% 

 

SMO  

Accuracy – 82.775% 

 

Note: After comparison, 

results show that the best 

classification accuracy 

achieved by J48 algorithm. 

209 instances 

8 attributes 

 

Tool - WEKA 

[32] Heart 

Disease 

Neural network 

SVM 

KNN 

Naïve Bayes 

Decision Tree 

% accuracy is not applicable 

but writer explains decision 

tree has better accuracy as 

compared to other classifiers 

 

303 instances 

76 attributes 

 

Tool – Not 

stated 

[33] Coronary 

Artery 

Disease 

(CAD) 

ANN 

SVM 

 

ANN 

Positive Predictive Value 

(PPV) – 0.798 

Sensitivity – 88.01 

Specificity – 73.64 

 

SVM 

Positive Predictive Value 

(PPV) – 0.871 

Sensitivity – 92.32 

Specificity – 74.42 

 

Note: SVM algorithm 

predicts the CAD with higher 

PPV, Sensitivity and 

Specificity (Previous study 

showed that the use of the 

SVM algorithm predicts the 

diseases with the higher 

accuracy) 

1324 instances 

25 attributes 

 

Tool – Not 

stated 
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[29] Breast 

Cancer 

Naïve Bayes 

RBF Network 

J48 

Naïve Bayes 

Accuracy – 97.36% 

Sensitivity – 97.4% 

Specificity – 93.41 % 

 

RBF Network  

Accuracy – 96.77% 

Sensitivity – 97.07% 

Specificity – 96.23%  

 

J48 

Accuracy – 93.41% 

Sensitivity – 93.4% 

Specificity – 90.37% 

 

Note: Naïve Bayes algorithm 

is identified as the best 

prediction model for this 

research  

683 instances 

11 attributes 

 

Tool – Not 

stated 

[34] Heart 

Disease 

KNN 

Naïve Bayes 

J48 

JRip 

SVM 

AdaBoost 

Stochastic 

Gradient Decent 

(SGD) 

Decision Table  

KNN 

Accuracy – 99.7073% 

Kappa – 0.9941 

 

Naïve Bayes 

Accuracy – 83.122% 

Kappa – 0.6611 

 

J48 

Accuracy – 98.0488% 

Kappa – 0.961 

 

Jrip 

Accuracy – 97.2683% 

Kappa – 0.9454 

 

SVM 

Accuracy – 84.1951% 

Kappa – 0.6825 

 

AdaBoost 

Accuracy – 84.2927% 

Kappa – 0.6857 

 

SGD 

Accuracy – 84.3902% 

Kappa – 0.6825 

 

Decision Table  

Accuracy – 93.6585% 

Kappa – 0.8734 

1025 instances 

14 attributes 

 

Tool - WEKA 
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Note: The results show the 

best results in classification 

accuracy are KNN, J48 and 

JRip. 

[35] Heart 

Disease 

Naïve Bayes 

Decision Tree 

KNN 

 

Tool: IHDPS (Intelligent 

Heart Disease Prediction 

System) 

Naïve Bayes 

Accuracy – 86.53% 

 

Decision Tree  

Accuracy – 89% 

 

KNN 

Accuracy – 85.53% 

 

Tool: Weka 

Naïve Bayes 

Accuracy – 96.5% 

 

Decision Tree  

Accuracy – 99.2% 

 

KNN 

Accuracy – 88.3% 

 

Note: The outcome reveals 

that Decision Tree has the 

highest accuracy value for 

both tools IHDPS and Weka  

909 instances 

13 attributes 

 

Tool – IHDPS, 

WEKA 

[36] Heart 

Disease 

Random Forest 

Decision Tree 

Naïve Bayes 

 

Random Forrest 

Precision – 81% 

Recall – 80.9% 

F-Measure – 80.9% 

Roc Area – 86.4% 

PRC Area – 84.8% 

TP Rate – 80.9% 

FP Rate – 19.2% 

 

Decision Tree 

Precision – 77% 

Recall – 77% 

F-Measure -77% 

Roc Area – 81.9% 

PRC Area – 77.4% 

TP Rate – 77% 

FP Rate – 24.1% 

 

Naïve Bayes 

270 instances 

13 attributes 

 

Tool – Not 

stated 
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Precision – 31.3% 

Recall – 56% 

F-Measure – 40.2% 

Roc Area – 48.2% 

PRC Area – 49.8% 

TP Rate – 56% 

FP Rate – 56% 

 

Note: The results show that 

the Random Forest is 

identified as the best model 

for prediction of heart disease 

compare to Decision Tree and 

Naïve Bayes 

[37] Heart 

Disease 

Naïve Bayes 

SVM 

Random Forest 

KNN 

 

Tools: Weka 

Naïve Bayes 

Precession – 83.7% 

Recall – 83.7% 

 

SVM 

Precision – 84% 

Recall – 83.65% 

 

Random Forest 

Precision – 81.8% 

Recall – 81.9% 

 

KNN 

Precision – 75.3% 

Recall – 75.2% 

 

Tools: Orange 

Naïve Bayes 

Precision – 82.4% 

Recall – 80.6% 

 

SVM 

Precision – 81.7% 

Recall – 70.5% 

 

Random Forest 

Precision – 77.9% 

Recall – 73.4% 

 

KNN 

Precision – 58% 

Recall – 54.7% 

 

Note: Compare to Orange tool 

and WEKA, WEKA has the 

303 instances 

76 attributes 

 

 

Tool – WEKA, 

Orange 
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best results for Precession and 

recall 

[38] Hepatitis 

Disease 

Naïve Bayes 

Decision Table 

J48 

Naïve Bayes 

Accuracy – 84.5% 

 

Decision Table 

Accuracy – 76.12% 

 

J48  

Accuracy– 83.9% 

 

Note: the results show that, 

Naïve Bayes algorithm has 

the highest Accuracy. 

Not stated (the 

exact value) 

Datasets are 

taken from 

UCI Machine 

Learning 

Repository 

 

 

Tool – Not 

stated 

[39] Thalassemia Naïve Bayes 

MLP 

Naïve Bayes 

Accuracy – 94.12% 

TP Rate (Recall/Sensitivity) – 

93.8% 

FP Rate – 1.1% 

Correct Classification – 49 

out of 51 

Precision – 91.6% 

 

MLP 

Accuracy – 100% 

TP Rate (Recall/Sensitivity) – 

0% 

FP Rate – 100% 

Correct Classification – 51 

out of 51 

Precision – 100% 

 

Note: The MLP algorithm are 

proven to be an effective 

algorithm to predict and 

diagnosis Thalassemia  

51 instances 

16 attributes 

 

 

Tool – WEKA 

[40] Diabetes Naïve Bayes 

C4.5 

Naïve Bayes 

(categorical data type– 

gender, Diabetes compilation 

disease and family history) 

 

C4.5 

(ordinal data type – Age, 

BMI, Blood pressure, 

Duration of Diabetes sufferers 

and Blood glucose level) 

 

Note: The accuracy for Naïve 

Bayes and C4.5 is 68% 

158 instances 

15 attributes 

 

 

Tool – WEKA 
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[41] Heart 

Disease 

Decision Tree 

Naïve Bayes 

KNN  

Decision Tree 

Sensitivity – 92.1% 

Specificity – 8.5% 

Accuracy – 92.2% 

 

Naïve Bayes 

Sensitivity – 84.2% 

Specificity – 16.5% 

Accuracy – 84.2% 

 

KNN 

Sensitivity – 100% 

Specificity – 0% 

Accuracy – 100% 

 

Note: KNN has the highest 

Accuracy. For prediction the 

Decision Tree performs well 

when compared to KNN and 

Naïve Bayes 

303 instances 

14 attributes 

 

 

Tool – WEKA 

[42] Liver Disease C4.5 

SVM 

FT 

Random Forest 

Logistic 

Regression 

C4.5 

Accuracy – 70.84% 

Sensitivity – 96.63% 

Specificity – 6.59% 

 

SVM 

Accuracy – 71.01% 

Sensitivity – 99.04% 

Specificity – 1.19% 

 

 

FT 

Accuracy – 69.13% 

Sensitivity – 89.18% 

Specificity – 19.16% 

 

Random Forest 

Accuracy – 73.07% 

Sensitivity – 90.14% 

Specificity – 30.54% 

 

Logistic Regression 

Accuracy – 72.04% 

Sensitivity – 91.11% 

Specificity – 24.55% 

 

Note: LR has the best 

accuracy compared to C4.5, 

SVM, FT and Random 

Forrest. 

583 instances 

10 attributes 

 

 

Tool – Not 

stated 
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[43] COVID-19 No specific 

algorithm stated 

 

 

The best MCC and F1 value 

for COVID-19 checkers are  

MCC -  85%  

F1 (Precision and Recall) – 

92% 

460 instances 

10 COVID-19 

checkers are 

used to screen 

CoVID-19 

Symptoms 

 

Tool – Not 

stated 

 

[44] Diabetes MLP 

BayesNet 

JRip 

C4.5 

Fuzzy Lattice 

Reasoning (FLR) 

MLP 

Accuracy - 75% 

Positive Recall – 37.25% 

Error Rate – 27.33% 

 

BayesNet 

Accuracy - 85% 

Positive Recall – 50% 

Error Rate – 36% 

 

JRip 

Accuracy - 86% 

Positive Recall – 11.9% 

Error Rate – 36% 

 

C4.5 

Accuracy - 86% 

Positive Recall – 38% 

Error Rate – 28% 

 

FLR 

Accuracy - 75% 

Positive Recall – 37.25% 

Error Rate – 27.33% 

 

Note: C4.5 and JRip had the 

highest Accuracy which is 

above 85%. Thus this work 

concludes that, C4.5 and JRip 

are the most suitable 

algorithms for prediction 

diabetes patients. 

1024 instances 

26 attributes 

 

 

Tool – Not 

stated 

 

[8] Kidney 

Disease 

Probabilistic 

Neural Networks 

(PNN) 

MLP 

SVM 

RBF 

PNN 

Accuracy-96.7% 

 

MLP 

Accuracy-51.5% 

 

 

SVM 

Accuracy-60.7% 

361 instances 

25 variables 

 

 

Tool – DTREG 

Predictive 

Modelling 

System 
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RBF 

Accuracy-87% 

 

Note: This study recommends 

that the Probabilistic Neural 

Networks (PNN) algorithm is 

the best algorithm that can be 

used to predict chronic kidney 

disease.  

[45] Diabetes MLP 

BayesNet 

Naïve Bayes 

J48graft 

FLR 

JRip 

Fuzzy Inference 

System(FIS) 

Adaptive Neuro-

Fuzzy Inference 

System (ANFIS) 

Tools: WEKA 

Multilayer Perceptron (MLP) 

Accuracy – 79.19% 

 

BayesNet/ Naïve Bayes 

Accuracy – 78.98% 

J48graft/C4.5 

Accuracy – 81.33 % 

 

FLR 

Accuracy – 51.43% 

 

JRip 

Accuracy – 80.91% 

 

Tools: TANAGRA 

MLP 

Accuracy – 83.85% 

 

BayesNet/ Naïve Bayes 

Accuracy – 100% 

 

J48graft/C4.5 

Accuracy – 90.63 % 

 

Tools: MATLAB 

FIS 

Accuracy – 71.51% 

 

ANFIS 

Accuracy – 78.79% 

 

Note: J48graft is the best 

algorithm in WEKA, Naïve 

Bayes is the best algorithm in 

TANAGRA and ANFIS is the 

best algorithm in MATLAB. 

Based on the average 

accuracy results, TANAGRA 

768 instances 

9 attributes 

 

 

Tool – WEKA, 

MATLAB, 

TANAGRA 



565 Raja Intan Sariah Raja Mahmood et al. A Study of Classification Model in....                                                                               

 

Nanotechnology Perceptions Vol. 20 No. S14 (2024) 

Machine Learning tools are 

the best compared to WEKA 

and MATLAB 

[46] Diabetes SVM 

Naïve Bayes 

Decision Trees 

ANN 

MLP 

Logistic 

Regression  

Tool: WEKA 

SVM 

Accuracy -97.21 % 

 

Naïve Bayes 

Accuracy – 96.28% 

 

Decision Trees 

Accuracy – 93.5% 

 

ANN 

Accuracy -95.12 % 

 

MLP 

Accuracy – 98.83% 

 

Logistic Regression  

Accuracy -98.60 % 

 

 

Tool: Rapid Miner 

SVM 

Accuracy -97.98 % 

 

Naïve Bayes 

Accuracy – 95.30% 

 

Decision Trees 

Accuracy – 91.90% 

 

ANN 

Accuracy – 97.76% 

 

MLP 

Accuracy – 99.10% 

 

Logistic Regression  

Accuracy – 98.65% 

 

Note: Both the Weka and 

Rapid Miner tools show very 

high success rates for all 

algorithms. MLP algorithm 

has been the best algorithm 

with the highest success 

percentage in both of the 

tools. The Decision Trees 

768 instances 

9 attributes 

 

Tool – WEKA, 

Rapid Miner 
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algorithm has been the 

algorithm whose success 

percentage is the lowest in 

both tools.  

[47] Diabetes Naïve Bayes 

Logistic 

MLP 

SMO 

KStar 

AdaBoostM1 

Bagging 

ClassificationVia 

Clustering 

ClassificationVia 

Regression 

Multi Class 

Classifier 

VFI 

OneR 

ZeroR 

BFTree 

FT 

Random Tree 

Decision Table 

J48 

IBk 

JRip 

Naïve Bayes 

Accuracy – 78.2471% 

 

Logistic 

Accuracy – 79.1702% 

 

MLP 

Accuracy – 79.5245% 

 

SMO 

Accuracy – 78.4662% 

 

KStar 

Accuracy – 79.9487% 

 

AdaBoostM1 

Accuracy – 78.5594% 

 

Bagging 

Accuracy – 80.8205% 

 

Classification Via Clustering 

Accuracy – 68.5595% 

 

Classification Via Regression 

Accuracy – 78.0559% 

 

Multi Class Classifier 

Accuracy – 79.1702% 

VFI 

Accuracy – 78.0559% 

 

OneR 

Accuracy – 78.4662% 

 

ZeroR 

Accuracy – 53.7763% 

BFTree 

Accuracy – 77.1375% 

 

FT 

Accuracy – 79.0816% 

 

Random Tree 

Accuracy – 80.5641% 

  

400 instances 

13 attributes 

 

 

Tool - WEKA 



567 Raja Intan Sariah Raja Mahmood et al. A Study of Classification Model in....                                                                               

 

Nanotechnology Perceptions Vol. 20 No. S14 (2024) 

DecisionTable 

Accuracy – 77.5478% 

 

J48 

Accuracy – 79.8135% 

 

IBk 

Accuracy – 80.0606% 

 

JRip 

Accuracy – 77.7529% 

 

Note: The most top ranking 

classification is bagging, 

followed by Multiclass 

classifier and third is Random 

Tree 

 

 

[48] Diabetes Random Forest 

SVM 

Random Forest 

Accuracy – 75.7813% 

 

Error rate – 24.2188% 

 

SVM 

Accuracy – 65.1042% 

 

Error rate- 34.8958% 

 

Note: Random forest has the 

maximum accuracy, 

minimum error rate, and takes 

less time to build the model 

than other classifiers.  

768 instances 

9 attributes 

 

 

Tool- WEKA 

[23] Kidney 

Disease 

SVM 

Naïve Bayes 

SVM 

Accuracy – 76.32% 

Execution Times – 3.22 

 

Naïve Bayes  

Accuracy – 70.96% 

Execution Times – 1.29 

 

Note: Naïve Bayes has the 

best execution time but SVM 

has the maximum value of 

accuracy. 

584 instances 

6 attributes 

 

Tool - 

MATLAB 

 

[49] Diabetes Deep Neural 

Network (DNN) 

DNN 

Five-fold cross validation 

Accuracy – 98.35% 

 

7768 instances 

8 attributes 

 

Tool – WEKA 
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Ten-fold cross validation 

Accuracy – 97.11% 

 

Note: Accuracy on the Five-

fold cross validation shows 

the best result compared to 

ten-fold cross validation 

 

 

[50] Diabetes 

(Early stages) 

Naïve Bayes 

Kstar 

ZeroR 

OneR 

J48 

Random Forest 

 

Naïve Bayes 

Accuracy – 76.30% 

 

Kstar 

Accuracy 69.14- % 

 

ZeroR 

Accuracy -  65.10% 

 

OneR 

Accuracy – 71.48% 

 

J48 

Accuracy – 73.83% 

 

Random Forest 

Accuracy – 75.78% 

 

Note: Naïve Bayes has better 

result than other classifiers in 

terms of accuracy value and 

time taken to build the model  

768 instances 

9 attributes 

 

Tool - WEKA 

[9] Chronic 

Disease 

Naïve Bayes 

Decision Tree 

Logistic 

Regression 

KNN and CNN 

Naïve Bayes 

Accuracy – 52% 

 

Decision Tree 

Accuracy – 62% 

 

Logistic Regression 

Accuracy – 86% 

 

KNN and CNN 

Accuracy – 96% 

 

Note: The Proposed system 

(CNN and KNN) has the best 

accuracy result. 

 

630 instances  

52 attributes 

 

Tool – WEKA 

and MATLAB 

[51] Diabetes Random Forest 

SVM 

Naïve Bayes 

Decision Tree 

Random Forest 

Accuracy – 98.9% 

 

SVM 

Accuracy – 78.3% 

2768 instances 

8 attributes 

 

Tool – Not 

stated 
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Naïve Bayes 

Accuracy – 77.6% 

 

Decision Tree 

Accuracy – 97.1% 

 

Note: Random Forest 

outperformed with the highest 

accuracy value compared to 

SVM, Naïve Bayes and 

Decision Tree. 

 

 

[25] Diabetes Bayesian 

Naïve Bayes 

J48 

Random Forest 

Random Tree 

REP Tree 

FT Tree 

Cart 

SMO 

Bayesian  

Accuracy – 78.25% 

 

Naïve Bayes 

Accuracy – 76.30% 

 

J48 

Accuracy – 84.11% 

 

Random Forest 

Accuracy - 100% 

 

Random Tree 

Accuracy - 100% 

 

REP Tree 

Accuracy -83.07 % 

 

FT Tree 

Accuracy – 78.38% 

 

Cart 

Accuracy – 77.21% 

 

 

SMO 

Accuracy – 77.47% 

 

Note: Both Random Tree and 

Random Forest has the best 

accuracy result 

 

768 instances 

9 attributes 

 

Tool - WEKA 

[52] Abdomen 

Disease (liver 

disease 

kidney 

disease) 

SVM 

Ripper 

Random Forest 

Hybrid Weighted 

Random Forest 

Liver Diseases 

SVM 

Accuracy – 74.8% 

 

Ripper  

Liver Diseases 

583 instances 

 

Kidney 

Diseases 
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Support Vector 

Machine 

(WRFSVM) 

Accuracy – 84.73% 

 

Random Forest 

Accuracy – 88.93% 

 

WRFSVM 

Accuracy – 91.22% 

 

Kidney Diseases 

SVM 

Accuracy – 75.19% 

 

Ripper  

Accuracy – 83.21% 

 

Random Forest 

Accuracy – 88.85% 

 

WRFSVM 

Accuracy – 93.49% 

 

Note: It shows that 

WRFSSVM has the best 

accuracy results for both liver 

disease and kidney disease. 

 

584 instances 

5 attributes 

 

Tools - 

MATLAB 

[53] Covid-19 Logistic 

Regression  

SVM 

Decision Tree 

Naïve Bayes 

Random Forest 

KNN 

 

Logistic Regression  

Accuracy – 97.49% 

 

SVM 

Accuracy – 98.85% 

 

Decision Tree 

Accuracy – 99.85% 

 

Naïve Bayes 

Accuracy – 97.52% 

 

Random Forest 

Accuracy – 99.60% 

 

 KNN 

Accuracy – 98.06% 

 

Note: Decision Tree has the 

highest accuracy among other 

algorithms because Decision 

Tree is more efficient in 

predicting the recovery 

3254 instances 

8 attributes 

 

 

Tool -  Python 

Programming 
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possibility of the Covid-19 

infected patients.  

[54] MERS-CoV J48 

Naïve Bayes 

Class: Recovery and Death 

J48 

Accuracy - 68% 

 

Naïve Bayes 

Accuracy – 71.58% 

 

Class: Stable and Critical 

J48 

Accuracy – 55.69% 

 

Naïve Bayes 

Accuracy – 53.63% 

 

Note: The overall results 

show that J48 has better 

accuracy.  

1082 records 

 

 

Tool - WEKA 

[55] COVID-19 1. Random 

Forest 

Random Forest 

Accuracy – 99.72% 

 

Note: These results have been 

compared with other 

algorithms as well such as 

KNN, Logistic Regression, 

SVM and Decision Tree.  

1080 records 

 

Tool – Not 

stated 

[56] COVID-19 1. KNN 

2. Logistic 

Regression 

3. Decision Tree 

4. SVM 

5. MLP 

KNN 

Accuracy – 80.37% 

 

Logistic Regression 

Accuracy – 78.54% 

 

Decision Tree 

Accuracy – 75.34% 

 

SVM 

Accuracy – 79.00% 

 

MLP 

Accuracy – 77.17% 

 

Note: The KNN has the 

highest accuracy compared to 

Logistic Regression, SVM, 

MLP and Decision Tree 

730 records 

 

Tool – Not 

stated 

[57] COVID-19 1. Feature 

Correlated 

Feature Correlated Naïve 

Bayes 

Accuracy – 99.00% 

140 records of 

Covid-19 

patients and 
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Naïve Bayes 

(FCNB) 

 

 

 

 

 

 

 

Note: 

non-Covid-19 

people 

 

 

Tool – Genetic 

Algorithm 

[27]  COVID-19 1. J48 

2. Hoeffding 

Tree 

J48 (2 Fold) 

Accuracy – 83.60% 

Precision – 85.90% 

Recall – 83.60% 

 

Hoeffding Tree (2Fold) 

Accuracy – 82.65% 

Precision – 84.60% 

Recall – 82.70% 

 

Note: J48 shows the best 

result in terms of accuracy 

compared to hoeffding Tree 

31,740 records 

13 attributes 

 

 

Tool – WEKA 

[58] COVID-19 1. SVM and 

Deep Features  

SVM and Deep Features 

Accuracy – 95.38% 

 

 

 

 

Note: The Resnet50 plus 

SVM has the highest accuracy 

compared to others 

classification 

25 numbers of 

Covid-19 

patients 

25 numbers of 

x-tray images 

 

Tool - 

MATLAB 

[59] COVID-19 1. SVM 

2. KNN 

3. Naive-Bayes 

4. Random forest 

5. Gradient 

Boosting 

Machine 

(GBM) 

6. Logistic 

7. AdaBoost 

8. XGBoost 

9. Ensemble 

10. Multilayer 

Perceptron – 

Nueral 

Network 

(MLP-NN) 

 

SVM 

Accuracy –73.74% 

 

 KNN 

Accuracy – 81.01% 

 

Naive-Bayes 

Accuracy –72.80% 

 

Random forest 

Accuracy – 87.02% 

 

Gradient Boosting Machine 

(GBM) 

Accuracy – 82.16% 

 

Logistic 

Accuracy – 73.44% 

 

B-cell  

 

 

Tool – Not 

stated 
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AdaBoost 

Accuracy – 83.33% 

 

XGBoost 

Accuracy – 81.29% 

 

Ensemble 

Accuracy – 87.80% 

 

MLP-NN 

Accuracy – 79.14% 

 

Note: The most accurate 

result was obtained using the 

ensemble classification which 

scored 87.80% validation 

accuracy. 

[60] COVID-19 1. ANN 

2. SVM 

3. Logistic 

Regression 

4. Stacking 

ANN 

Accuracy – 96.2% 

 

SVM 

Accuracy – 90.7% 

 

Logistic Regression 

Accuracy – 96.7% 

 

Stacking  

Accuracy – 96.9% 

 

Note: 

Stacking model has the best 

accuracy rate compared to 

other models. 

3486 instances 

3 classes 

 

Tool – Not 

stated 

[61] COVID-19 1. Random 

Forest 

2. Decision Tree 

3. Bagging 

Random Forest 

Accuracy – 98.3% 

 

Decision Tree  

Accuracy – 97.6% 

 

Bagging 

Accuracy – 97.8% 

 

Note: 

Random Forest achieves the 

best performance amongst the 

three classification algorithms 

employed 

29315 

instances 

15 attributes 

 

Tools  

Python 

(Notebook) 

[62] COVID-19 1. Naïve Bayes 

2. KNN 

3. SVM 

Naïve Bayes 

Accuracy – 98.99% 

 

95839 

instances 

19 attributes 
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4. J48 

5. BayesNet 

6. Random 

Forest 

KNN 

Accuracy – 99.79% 

 

SVM 

Accuracy – 100% 

 

J48 

Accuracy – 99.99% 

 

BayesNet 

Accuracy – 99.77% 

 

RandomForest 

Accuracy – 99.98% 

 

Note: SVM provides the best 

classification accuracy results 

with 100% 

 

 

Tools 

WEKA 

[63] COVID-19 1. Logistic 

Regression 

2. CNN 

Logistic Regression 

Accuracy – 78.82% 

 

CNN  

Accuracy – 97.41% 

 

Note:  

133MB  

COVID-19  

 

3 sttributes 

 

Tools – Not 

Stated 

[64] COVID-19 1. SVM 

2. FS-SVM 

3. HPO-FS-SVM 

SVM 

Accuracy – 80.42% 

 

FS-SVM 

Accuracy – 85.67% 

 

HPO-FS-SVM 

Accuracy – 90.73 

 

Note: HPO-FS-SVM 

achieved better performance 

than FS-SVM and SVM 

1000 images 

 

Tools – Not 

Stated 

[65] COVID-19 1. Naïve Bayes 

2. BayesNet 

3. Decision Tree 

4. Random 

Forest 

5. Logistic 

Regression 

Naïve Bayes 

Accuracy – 68.53% 

 

BayesNet 

Accuracy – 60.39% 

 

Decision Tree 

Accuracy – 79.36 % 

Random Forest 

Accuracy – 87.28 % 

 

Logistic Regression 

22852 

instances 

10 attributes 
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Accuracy – 69.52% 

 

Note: Random forest has the 

highest accuracy value 

compares to others 

 

Table 3. Analysis on frequency of use and usage percentage Classification Algorithms for 

various diseases 

 
Num. Machine Learning Algorithm Frequency of Use Usage % 

1 Naïve Bayes 26 15.03% 

2 SVM 17 9.83% 

3 Random Forest 14 8.09% 

6 Decision Tree 11 6.36% 

4 J48 11 6.36% 

5 MLP 9 5.20% 

7 KNN 9 5.20% 

8 Logistic Regression 9 5.20% 

9 JRip 4 2.31% 

10 Decision Table 3 1.73% 

11 C4.5 3 1.73% 

12 AdaBoost 3 1.73% 

13 SMO 3 1.73% 

14 FT 3 1.73% 

15 ANN 3 1.73% 

16 RBF Network 2 1.16% 

17 FLR 2 1.16% 

18 Kstar 2 1.16% 

19 OneR 2 1.16% 

20 ZeroR 2 1.16% 

21 Random Tree 2 1.16% 

27 Bagging 2 1.16% 

52 BayesNet 2 1.16% 

22 Neural Network 1 0.58% 

23 Stochastic Gradient Decent 1 0.58% 

24 PNN 1 0.58% 

25 FIS 1 0.58% 
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26 ANFIS 1 0.58% 

28 ClassificationViaClustering 1 0.58% 

29 ClassificationViaRegression 1 0.58% 

30 MulticlassClassfier 1 0.58% 

31 VFI 1 0.58% 

32 BFTree 1 0.58% 

33 FCNB 1 0.58% 

34 IBk 1 0.58% 

35 Hoeffding 1 0.58% 

36 GBM 1 0.58% 

37 Logistic 1 0.58% 

38 XGBoost 1 0.58% 

39 Ensemble 1 0.58% 

40 DNN 1 0.58% 

41 KNN and CNN 1 0.58% 

42 Bayesian 1 0.58% 

43 REP Tree 1 0.58% 

44 Cart 1 0.58% 

45 Ripper 1 0.58% 

46 WRFSSVM 1 0.58% 

47 Stacking 1 0.58% 

48 MLP-NN 1 0.58% 

49 CNN 1 0.58% 

50 FS-SVM 1 0.58% 

51 HPO-FS-SVM 1 0.58% 

 

Table 4. Analysis on frequency of use and usage percentage Classification Algorithms for 

COVID-19 and Mers-Cov disease 

 
Num. Machine Learning Algorithm Frequency of Use Usage % 

1 Naïve Bayes 6 12.00% 

2 Support Vector Machine (SVM) 6 12.00% 

3 Random Forest 6 12.00% 

4 Logistic Regression 5 10.00% 

8 Decision Tree 4 8.00% 

6 J48 3 6.00% 
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7 K-Nearest Neighbor (KNN) 3 6.00% 

5 Multilayer Perceptron (MLP) 2 4.00% 

19 BayesNet 2 4.00% 

9 AdaBoost 1 2.00% 

10 Hoeffding 1 2.00% 

11 GBM 1 2.00% 

12 Logistic 1 2.00% 

13 XGBoost 1 2.00% 

14 Ensemble 1 2.00% 

15 Stacking 1 2.00% 

16 MLP-NN 1 2.00% 

17 FCNB 1 2.00% 

18 Bagging 1 2.00% 

20 CNN 1 2.00% 

21 FS-SVM 1 2.00% 

22 HPO-FS-SVM 1 2.00% 

 

Table 5. Summary of Classification Algorithms for various diseases and COVID-19, Mers-

Cov 

 
Num. Machine Learning Algorithm Usage Percentage (%) 

Various Diseases Covid-19 and Mers-Cov 

1. Naïve Bayes 15.03 12.00 

2. Support Vector Machine (SVM) 9.83 12.00 

3. Random Forest 8.09 12.00 

4. J48 6.36 6.00 

5. Multilayer Perceptron (MLP) 5.20 4.00 

6. Decision Tree 6.36 8.00 

7. K-Nearest Neighbour (KNN) 5.20 6.00 

8. Logistic Regression 5.20 10.00 

*Author for correspondence 

 

5. Conclusion 

This research has reviewed and analyzed the classification algorithms in various diseases such 

as COVID-19, Mers-Cov, heart diseases, diabetes, coronary artery diseases, breast cancer, 

hepatitis, thalassemia, liver and kidney diseases. The results show that the classification 

algorithms such as Naïve Bayes, support vector machine (SVM), multilayer perceptron 
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(MLP), J48, K-nearest neighbor (k-NN) decision tree, random forest and logistic regression 

were listed as the most applied algorithms in the previous research as demonstrated in Table 

4. However, this reviewed research identified Naïve Bayes, SVM, random forest, MLP and 

J48 algorithms as the top five most utilized algorithms. 

The Naïve Bayes classification was the number one choice of many researchers because it is 

a simple, easy, and powerful model. It returns not only the prediction but also the level of 

certainty, which can be very useful [29]. According to [39], the SVM functions effectively in 

high-dimensional spaces and is relatively memory efficient. Apart from that, MLP is one of 

the crucial classes in the neural network, containing three layers, an input layer, one or more 

hidden layers, and an output layer [8]. This model aims to minimize the difference between 

the intended results of the network and the achieved result [45]. Alternatively, the random 

forest was identified as one of the efficient algorithms as it gives a good accuracy value [60]. 

Meanwhile, J48 has also been the choice of many researchers in data mining as it is one of the 

fastest and easiest models because it does not require any domain information [61-69]. The 

coronavirus (COVID-19) is extremely unpredictable with the emergence of COVID-19 

variants is becoming a barrier because each variant shows different symptoms.  

In conclusion, classification algorithms will help researchers work easily and improve 

prediction accuracy. Furthermore, there are many suggestions and solutions provided in this 

paper for future work. Therefore, the researcher will test the results in Table 5 as guidance for 

the next research. 
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Appendix 1 
 

S. No. Abbreviations Description 

1.  COVID-19 Coronavirus 

2.  SARS-Cov-2 Severe Acute Respiratory Syndrome 

3.  SVM Support Vector Machine 

4.  MLP Multilayer Perceptron 

5.  KNN Knowledge Nearest Neighbor 

6.  ANN Artificial Neural Network 

7.  FLR Fuzzy Inference System 

8.  PNN Probabilistic Neural Network 

9.  FIS Fuzzy Inference system 

10.  ANFIS Adaptive Neuro-fuzzy Inference System 

11.  CNN Convolutional Nueral Network 
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12.  WRFSSVM Hybrid Weighted Random Forest Support 

Vector Machine 

13.  FCNB Feature Correlated Naïve Bayes 

14.  MLP-NN Multilayer Perceptron – Neural Network 

15.  DNN Deep Neural Network 

16.  VFI Voting Feature Interval 

17.  IHDPS Intelligent Heart Disease Prediction System 

18.  WEKA Waikato Environment for Knowledge 

Analysis 

 


