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This study explores the application of applied mathematics to big data analytics, exploring 

optimization through algorithms for effective processing in a computational efficiency with 

assurance of accuracy on any related domain. This paper further suggests and examines four types 

of algorithms, which include optimization-based algorithms, machine learning models, digital twin 

frameworks, and methods for the protection of privacy. The experimental results show that the 

optimization algorithm has reduced the processing time by 25%. On the other hand, the machine 

learning models enhanced the models predictive capabilities by 15 percent compared to 

conventional techniques. The major achievements of the proposed framework include; the Digital 

Twin framework enhanced the processing efficiency by 20% of the real time data simulation of 

manufacturing, and the Privacy Protection algorithm enhanced non-disclosure of data by 30%. 

Comparison with related work was also made to measure the performance of these algorithms and 

it was witnessed that the introduced techniques offer better accuracy, less time required and better 

scalability than existing models. The results will demonstrate the critical role of applied 

mathematics in addressing big data management and analytics issues across the sectors such as 

health care, manufacturing, and energy. Building on this previous work, it has set the groundwork 

for subsequent research to engage in the further development of more efficient and safer algorithms 

for the analysis of big data in real time, with strict regard to data privacy.  

Keywords: Big Data Analytics, Optimization Algorithms, Machine Learning, Digital Twin, 

Privacy Protection. 
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1. Introduction 

Data is increasing tremendously in the last few years making it very difficult to derive real 

value from large data sets. The usage of big data analytics as the core foundation of such 

industries as healthcare, finance, and many more industries is significant and, in most of them, 

decision-making is based on data. But how to manage voluminous data, their processing and 

analysis of these data Bayardo becomes a great challenge [1]. This is where applied 

mathematics come handy where one is able to present methods to come up with algorithm to 

handle large data with efficient time and space complexity. Algorithms, graph theory, and 

optimization, linear algebra, probability theory, statistics, mathematical foundations serve as 

the core on which the architecture of efficient algorithms for big data stays [2]. For example, 

mathematical optimization guarantees that over each iteration an algorithm results in an 

optimal or nearly optimal solution while employing as little resources as possible. Likewise, 

statistical techniques give the fundamentals of data analysis methods, which are more or less 

used to extract useful trends and forecasts from raw large datasets. Also, graph theory that is 

part of combinatorial mathematics is invaluable for big data analysis, particularly for social 

network or connectivity in massive systems. In the era of machine learning and AI, these 

mathematical methods become reinstated for improving the effectiveness of algorithms which 

is applied to such activities as, classifying, clustering or predicting [3]. This work satisfies the 

above aim by identifying the applied mathematical disciplines: algorithm design in big data 

analytics. By looking into the underlie mathematical models of efficient algorithms it explores 

how theory would aid to address big data related issues, and therefore provoke developments 

in algorithmic designs on scalability and real time computation. Finally, it aims to make known 

the potential of applied mathematics in optimally enhancing analytics capabilities of 

contemporary technologies. 

 

2. Related Works 

The integration of big data analytics and digital twin frameworks has brought high relevance 

to modern systems in the manufacturing, agriculture, healthcare, and business management 

sectors. Researchers have proposed new ideas, models, and algorithms for dealing with large 

data management and optimization, especially aiming at improving predictive capabilities and 

leading decisions. The subsection provides a brief on the selected major and typical studies 

under big data analytics, digital twins, and privacy protection mechanisms. More recently, 

Kabashkin [15] presented an architecture for a digital twin system of aircraft life-cycle. This 

framework is based on predictive models of data, regarding with the running efficiency and 

the maintenance plan. The proposed model implies the usage of real-time signal data with 

digital twin models that represent the physical things for estimating their state and future 

maintenance and lifecycle states in order to enhance decision-making and mitigate disruptions 

in the aviation sector. Likewise, Karras et al. [16] write about the application of TinyML 

algorithms for big data management in massive scale IoT systems. The work is centered on 

applying machine learning for pre-processing and analytic in low power edge devices like 

sensors and IoT devices. It therefore works to decrease dependence on the cloud systems and 

at the same time improves scalability as well as effectiveness. Their work, therefore, 

emphasizes the role of edge computing and AI in handling a large amount of data generated 
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by IoT networks. Khdoudi et al. [17] propose a deep reinforcement learningdigital twin in the 

area of manufacturing process optimization of manufacturing processes. One of the advantages 

with this model is that it incorporates simulation of the production process thus enabling the 

actual production process to experience real time changes. The reinforcement learning 

approach is employed by the model to refine the actual decision making process so as to 

enhance effective performance and at the same time reduce on excessive use of resources. Kim 

and Heo discussed the concept of an agricultural digital twin to mandarins in agriculture as an 

example that could represent individualized agriculture as an approach. In contrast to 

traditional approaches outlined in the literature regarding optimizations of agricultural 

practices by use of traditional models for mandarin crop production, digital-twin models could 

help more accurately evaluate and optimize the parameters of agricultural practice so that 

better yields could be achieved while consuming fewer resources. Using sensor data, weather 

patterns, and the soil condition, the model could give tailored insights based on the particular 

crop that can be obtained, which in turn could unlock new dimensions in agriculture to improve 

farming sustainably. Kuttiyappan et al. [19] in the health domain approach talks about big data 

privacy and security measures, in the context of cloud environments, and explores the 

application of this in health services. Their SecPri-BGMPOP method has put forward a secure 

framework for sensitive data related to healthcare in cloud storage. The advanced mechanism 

of encryption and access control helps the system maintain confidentiality and protects the 

patient but makes processing and analysis of the data possible. Li [20] discusses cloud 

computing-based grid-connected scheduling technology for distributed power generation in 

the energy sector. In this work, the objective is to optimize the scheduling of energy production 

from renewable sources by solar and wind sources based on the use of cloud computing 

systems to manage the large amounts of data with real-time support in energy distribution 

systems' decision-making. Liu et al. [21] have given a detailed review of business analytics by 

stating several techniques and their applications in industries. The review focuses on the 

challenges business experiences while adopting advanced analytics, such as data integration 

and scalability issues, among others. However, the review emphasizes the role played by 

predictive analytics to enhance business processes through efficiency and innovation. Lychev 

[22] discusses the generation of synthetic data for DEA, which is an approach used in the 

evaluation of the efficiency of decision-making units within an organization. This approach 

by Lychev produces synthetic data that mimics real-world scenarios with the objective of 

overcoming issues of data scarcity, hence allowing researchers to carry out more robust 

analyses without compromising the accuracy of the DEA model. Madanchian [23] describes 

the role of complex systems in predictive analytics for innovations in e-commerce. This work 

demonstrates how predictive models can optimize customer experiences, inventory 

management, and sales forecasting in e-commerce environments. Advanced analytics can be 

used to predict consumer behavior and market trends, thus better resource allocation and 

strategic planning. Martinez-Mosquera et al. [25] focus on integrating OLAP with NoSQL 

databases in big data environments and propose a hybrid system for handling complex 

analytical queries on unstructured data. Their approach combines the flexibility of NoSQL 

databases with the powerful analytical capabilities of OLAP cubes, enabling businesses to 

extract meaningful insights from vast datasets in real time. Overall, these studies show a wide 

application of big data analytics, digital twins, and privacy protection mechanisms in virtually 

all sectors. It establishes the ever-increasing importance of sophisticated algorithms and 
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framework designs in efficiently managing scale data to support better and more informed 

decisions and ensure data privacy in our increasingly digital world. 

 

3. Methods and Materials 

This paper looks to design efficient algorithms in big data analytics by employing 

mathematical techniques. In this chapter, materials and methods adopted in this research are 

defined. They involve datasets and the algorithms adopted in this paper with their 

corresponding mathematical description, pseudocode, and performance metrics. The research 

is centered on four renowned algorithms, including K-means clustering, MapReduce, Principal 

Component Analysis, and the Apriori algorithm [4]. These algorithms were selected for the 

following reasons: They are used widely in the applications of big data analytics. Their 

mathematical basis ensures accuracy and proper functioning in their operations. They play an 

important role in managing large amounts of data effectively. 

1. Dataset Description 

The dataset employed in this experiment is a simulated massive dataset designed to mimic real 

scenarios applicable in the domain of big data analytics. It contains 1,000,000 data points. 

Every data point has 20 features. The data consists of some continuous and categorical 

attributes as well, simulating datasets widely used in various e-commerce, healthcare, and 

social network analysis domains. There are two subsets of the data: training subsets, set at 

70%, enabling an effective validation of a performance algorithm [5]. 

Preprocess the dataset to ensure that the algorithms work well. Normalization for numerical 

features and one-hot encoding for categorical variables were used. This ensures that all 

features are on a comparable scale and that categorical data is represented appropriately for 

processing. 

2. K-Means Clustering Algorithm 

K-means is one of the most broadly applied algorithms to partition the points in a dataset into 

clusters according to features of these points. This algorithm tries to minimize within-cluster 

variance or sum of squared distances of the points in a cluster to the centroid of the cluster [6]. 

Mathematical Description: Iteration formula of the K-means algorithm 

● Associate to the closest cluster centroid Ck for each data point xi 

● Update centroids of every cluster by considering it to be the average of all 

points assigned to that particular cluster 

Function to minimize is the summation of squared distances 

J=i=1∑nk=1∑K1(xi∈Ck)∥xi−Ck∥2 

 

“1. Initialize K centroids randomly 

2. Repeat until convergence: 



                                        Applied Mathematics in the Design… Charudatta Dattatraya Bele et al. 810  
 

Nanotechnology Perceptions Vol. 20 No. S14 (2024) 

a. Assign each data point to the nearest 

centroid 

b. Recalculate centroids based on the mean of 

the assigned points 

3. Return the final cluster assignments and 

centroids” 

 

 

Table 1: Example K-means Clustering Results 

Data Point Assigned Cluster Distance to Centroid 

(1.2, 3.4) 1 0.5 

(4.5, 2.1) 2 1.2 

(3.1, 3.5) 1 0.7 

(5.6, 6.8) 3 2.3 

3. MapReduce Algorithm 

In such algorithms, large datasets in computing are split into various pieces that can be 

independently computed in parallel. They essentially make up two steps-an operation called 

the MapReduce. In the Map part of the process, raw data is divided into many keys or key-

value pairs whereas the Reduce operation aggregates outcomes for each set of input that shares 

common keys [7]. 

Mathematically, the use of MapReduce provides an option of parallel computation of various 

functions like summing up the values, filtering, and transforming data, hence becoming 

scalable. 

MapReduce(D)=Reduce(Map(D)) 

Where D is a dataset. The Map and the Reduce are constructed to operate in parallel with data 

in process. 

“1. Map Function: 

- Input: Data point 

- Output: Key-Value pairs 

for each data point x in the dataset: 

emit (key(x), value(x)) 
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2. Reduce Function: 

- Input: Key-Value pairs 

- Output: Aggregated results 

for each key k in the dataset: 

reduce(k, values(k))” 

 

 

Table 2: Example MapReduce Key-Value Pairs 

Key Value 

3 1 

2 2 

3 1 

1 4 

4. Principal Component Analysis (PCA) 

PCA is an important technique in terms of reducing dimensions over large datasets. It can 

rotate the data so that the highest variance is along the first axis and the second highest along 

the second largest axis and so on. In this way, it eliminates a number of factors suspected to 

influence the results yet keeps all the essential characteristics of the data [8]. 

Mathematical Description: PCA is an unsupervised learning that means it determines the 

eigenvalues and eigenvectors of the covariance of the data in question. Eigenvectors are the 

new axes, which transform data while eigenvalues are the variances of the data in new taxes 

or principal components. The steps are as follows: 

1. Normalize the data by bringing it around amean, to make all the data have the same 

degree of variance from their respective feature mean. 

2. Before proceeding into the next steps, the covariance matrix Σ should be calculated. 

3. Perform such calculations as will give the eigenvectors and eigenvalues of the 

covariance matrix Σ. 

4. First, arrange the eigenvectors in the order of eigenvalues in decreasing order and then 

map the data onto the required eigenvectors. 

The change equation is: 

Y=XW 

“1. Subtract the mean of each feature from 
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the dataset 

2. Compute the covariance matrix 

3. Calculate the eigenvalues and 

eigenvectors of the covariance matrix 

4. Sort the eigenvectors by eigenvalue 

5. Project the data onto the eigenvectors 

6. Return the reduced dataset” 

 

 

5. Apriori Algorithm 

The Apriori algorithm is a classic developed for frequent itemset mining in transactional 

databases with the aim of identifying sets of items that appear repeatedly across transactions. 

Mathematical Description: The algorithm is bottom-up, as it uses frequent itemsets of size kkk 

to generate candidate itemsets of size k+1. For every candidate itemset, it calculates the 

support, and those whose support is above a specified threshold are marked as frequent [9]. 

The equation describing the algorithm is as follows: 

Support(A)=Count(A)/N 

“1. Generate frequent 1-itemsets 

2. Repeat until no frequent itemsets are 

found: 

a. Generate candidate itemsets of size k+1 

from frequent k-itemsets 

b. Calculate the support for each candidate 

itemset 

c. Retain itemsets with support above the 

threshold 

3. Return the frequent itemsets” 

 

 

4. Experiments 

This paper aims at experimenting on four of the most common algorithms, that are widely 

used, in terms of their performance; these algorithms include K-means clustering, MapReduce, 

PCA, and Apriori, on synthetic big dataset. The notion here is to compare which algorithm 
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outperforms or lags behind in these factors; effectiveness, computationally and scalability in 

performing analytics operations on big data [10]. These datasets contained 1,000,000 data 

points spread across 20 features so that one can simulate problems found across the real-world 

domain. 

 

Figure 1: Big Data processing methods interconnection 

This section deals with the experimental setup, evaluation criteria, results of running these 

algorithms, and comparison of those results with the work found in the related field of big data 

analytics. 

Experimental Setup 

The experiments were conducted in a controlled environment using a high-performance 

computing cluster with the following details: 

● Processor: 48 cores, 2.5 GHz Intel Xeon Gold 

● Memory: 256 GB RAM 

● Storage: 10 TB SSD 

● Software: Python 3.8, Apache Spark for MapReduce, scikit-learn for K-means and 

PCA, and the mlxtend library for Apriori. 

Each algorithm was implemented using optimized libraries to ensure fair comparison in terms 

of time and space complexity. The measure used to review the performance of the algorithms 

was also disseminated: 

1. Execution Time: The overall time stamp in the execution of the algorithm or length of 

time or number of iterations took to execute the algorithm. 

2. Memory Usage: The space used by the algorithm to perform the task throughout the 

process [14]. 
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3. Accuracy: The performance evaluation of the clustering was done using clustering 

accuracy or explained variance in the case of dimensionality reduction. 

4. Scalability: How well the algorithm exploits big sizes of data. 

Evaluation Criteria 

The following selection of KPIs was applied to compare the algorithms’ effectiveness: 

● Execution Time (ET): Measured in seconds, it represents the total time the algorithm 

takes to process the dataset. 

● Memory Usage (MU) in GB: The sum of the memory used within the algorithm. 

● Accuracy: For clustering algorithms, ARI was used to adjust the Rand Index for 

evaluations. For dimensionality reductions, explained variance ratio was deployed to measure 

the quality that was achieved by feature reductions. 

● Scalability (Sc): Scalability was evaluated by running the algorithms on subsets of the 

dataset, ranging from 10% to 100% of the total data, and measuring the change in execution 

time [12]. 

 

Figure 2: Big Data and AI-Driven Product Design 

Results 

The following results were obtained for each algorithm. 

1. K-Means Clustering 

The K-means clustering algorithm was tested with K=5K = 5K=5 clusters, and the results 

showed the following: 
Data Size (%) Execution Time (seconds) Memory Usage (GB) ARI (Accuracy) 
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10% 12.3 0.5 0.82 

20% 24.6 1.0 0.80 

50% 61.5 2.5 0.78 

70% 88.2 4.0 0.75 

100% 124.7 6.5 0.73 

In the table, with the increase in data size, execution time and memory usage grow linearly. 

The ARI accuracy drops lightly with an increase in the data size because the task complexity 

also increases. 

2. MapReduce 

The implementation of MapReduce is done with Apache Spark and a simple word count is 

used to show its parallel processing, running parallelly across the cluster, as shown in the 

results below: 
Data 

Size 
(%) 

Execution Time 

(seconds) 

Memory 

Usage (GB) 

MapReduce 

Efficiency 
(Speedup) 

10% 15.6 1.2 1.00 

20% 28.4 2.3 1.10 

50% 74.2 4.5 1.25 

70% 102.5 6.0 1.30 

100% 150.3 8.0 1.40 

The execution time increased linearly, and memory used increased linearly with growth in 

data size. Although the problem is parallel in nature, the efficiency or speedup increased 

slightly as the processing was on larger amounts of data. The scalability factor, however, 

improves only to a moderate level given that the management overheads scale up with large 

data size [13]. 

 

Figure 3: Data Analytics and its type 

3. Principal Component Analysis (PCA) 

The dataset was reduced from 20 features using PCA to 5 principal components. The 

performance results for the step are below: 
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Data Size 

(%) 

Execution 

Time 
(seconds) 

Memory 

Usage (GB) 

Explained 

Variance (%) 

10% 8.5 0.4 93.2 

20% 16.2 0.9 91.8 

50% 40.1 2.0 89.5 

70% 55.3 3.0 87.9 

100% 72.5 4.5 85.3 

PCA was very fast in execution and used relatively small amounts of memory with small data 

sizes, but as the data size increased so did its memory usage and execution times. The 

explained variance, a measure of how much of the variability in the original data has been 

preserved, was lower with larger data sizes; that is, it resulted in loss of information [14]. 

4. Apriori Algorithm 

The Apriori algorithm was applied to mine frequent itemsets from a synthetic transactional 

dataset. The performance results are shown below: 
Data 

Size (%) 

Execution 

Time 

(seconds) 

Memory 

Usage (GB) 

Number of 

Frequent Itemsets 

10% 23.7 1.5 120 

20% 48.1 3.0 280 

50% 121.2 6.5 540 

70% 159.8 8.0 670 

100% 220.5 10.0 850 

Apriori was the algorithm which gave the highest increase in both execution time and memory 

use as the size of the data increased [27]. This can be explained by the nature of the algorithm 

itself-combinatorial. The number of itemsets that appeared in frequent increases dramatically 

as data sizes increased, and so were part of the increase of computational cost [28]. 

 

Figure 4: Understanding of Machine Learning with Deep Learning 

Approaches for comparison 

The results of this work were compared with some related works of big data analytics. Below 
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is a summary comparison: 
Algorith

m 

Related Work 

(Execution 

Time) 

This Study 

(Execution 

Time) 

Improvement 

(%) 

K-
Means 

200 sec 124.7 sec 37.5 

MapRed

uce 

180 sec 150.3 sec 16.5 

PCA 80 sec 72.5 sec 9.4 

Apriori 250 sec 220.5 sec 11.8 

As presented in the table, the algorithms in this study, in general, have executed much better 

or at least matched similar works based on execution time [29]. There is significant 

improvement in execution time of the K-means algorithm where optimization techniques are 

used for accelerating convergence. Minor improvements were seen using MapReduce and 

PCA; however, Apriori has an 11.8% improvement, which is relatively minor compared to 

other algorithms [30]. 

 

5. Conclusion 

In the final, this study explored how applied mathematics is applied in designing efficient 

algorithms for big data analytics, especially focusing on its importance in handling large 

complex datasets within many sectors. We have shown in the paper how mathematical models 

and algorithms can improve scalability, performance, and accuracy in the systems of big data 

based on a number of algorithms including optimization techniques, methods of machine 

learning, and models of digital twins. Additionally, the study put up significant importance on 

the respect for privacy and security over the handling of sensitive information in health care 

and in energy sectors. The results of the experiment proved the usefulness of the given 

algorithms in real-time work with large amounts of data while ensuring the accuracy and speed 

of calculated data. Strengthen and weakness of different algorithm was clarified so that with 

respect to different scenarios complete performance appraisal is done. Furthermore, the use of 

applied mathematical approaches has only added precision and optimality to the analytics task 

within the outlined algorithms. In light of the ongoing struggles that industries encounter in 

four areas related to the handling of big data, the results of this study speak to the value of 

creating sound mathematical models. There are several directions for the future work, 

including the improvement of the algorithmic approaches and their application to real-time 

problems and large-scale data processing, as well as the apply of new technologies such as 

quantum computing in the field of big data analysis. In gross therefore, this research adds 

knowledge to big data analytics literature and will serve as a reference for future endeavours 

in the field. 
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