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Chen and Li (2007) presented a family of quadratically convergent Regula Falsi iterative methods 

for solving nonlinear equations f(x)  = 0. Additionally, it is demonstrated there that the iterative 

point sequence converges to zero. This work aims to accelerate the method convergence from 

quadratic to cubic forms. This can be achieved by substituting an appropriately specified function, 

p(x), for the parameter p in Chen and Li's iteration. A convergence theorem is used to determine 

the cubic convergence of the iterate sequence to the root. The numerical examples show that the 

proposed method is more efficient and required fewer number of iterations in comparison to 

Newton's method, Steffensen's method, Regula Falsi method, and those provided in Chen and Li. 
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INTRODUCTION: 

An important and challenging problems in numerical analysis is finding approximations for 

the solutions to the nonlinear equations f(x)  = 0.  .  . (1), where f: [a, b]  → R is a real value 

function. Many applications exist that, depending on one or more parameters, result in 

thousands of such equations. For example, solving nonlinear equations is the solution to 

boundary value problems that arise in kinetic theory of gases, elasticity, and other fields. These 

equations also arise in many optimization problems. Frequently, one or more initial guesses 

are used to solve these equations iteratively to find the desired root. These methods fulfil a 

variety of requirements, including having strong convergence properties, being effective, and 

being numerically stable. The globally convergent iterative Bisection and Regula Falsi 

techniques repeatedly use linear interpolation between the bracketing estimations to identify a 
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simple root of the nonlinear equation (1). Nevertheless, the iterative sequence {(xn −  α)}, 

where α represents a simple root, has a linear asymptotic convergence rate. These methods 

clearly have a drawback in that they repeatedly maintain one endpoint when they reach a 

concave or convex region of f(x). Several changes to address these challenges have been 

covered in [3, 6, 7]. Dowell and Jarratt [6,7] proposed modifications to increase the asymptotic 

rate of convergence of the Regula Falsi method from linear to super-linear. 

To find a root of (1), iterative formulas like the well-known quadratically convergent Newton's 

approach and its variations [9, 10, 12,] are usually used. However, these approaches might not 

converge if the derivative vanishes close to the root or if the initial point is far from the root. 

For solving nonlinear equations, several third order techniques are also used [4, 5, 8]. Although 

the computational cost of these methods is higher, they are beneficial in situations when rapid 

convergence is needed, like in stiff systems of equations. 

A collection of third-order techniques is given by 

  xn+1 =  xn  − (1 +
1

2
  

Lf(xn)

1 −βLf(xn)
) 

f(xn)

f′(xn)
 . . . (2)  

Where Lf(xn)  =  
f′′(xn)f(xn)

f′(xn)2  

If β = 1 then equation (2) reduced to super – Halley method, if β = 
1

2
 then equation (2) 

reduced to Halley’s method and if β = 0 then equation (2) reduced to Chebyshev’s method 

[5,4,8]. However, all these methods have the drawback of requiring the computation of the 

second order derivative of f, which can be difficult. Additionally, [14] describes a derivative-

free technique for solving nonlinear equations. 

But none of these techniques discusses the asymptotic convergence properties of an interval 

sequence {(an, bn)} that enclosing the root α. From an analytical perspective, the sequence's 

convergence is crucial to enclose the root α. Ostrowski [10] proved that the diameter sequence 

is Q-quadratically convergent to the root by using a technique for solving (1). Alefeld and 

Potra [1] and Schmidt [11] simultaneously presented iterative methods for solving nonlinear 

equations that provide both the asymptotic convergence of the iterate sequence and the 

sequence of diameters of enclosing intervals. The method developed by Wu et al. [15] coupled 

Regula Falsi type methods with Steffensen's method to determine the convergence of a point 

and diameter sequence. Similarly, by combining the bisection approach with several 

exponential iteration methods, Chen [2] got the quadratic convergence of the point-diameter 

sequence. Additionally, some work in this approach is being done in [13, 16] for derivative-

free algorithms. 

This study aims to accelerate the convergence of Chen and Li's [3] approaches from quadratic 

to cubic, as well as the convergence of the iterate sequences to zero. The theoretical analysis 

and numerical experiments provided demonstrate the effectiveness of our proposed method 

and their comparability to the methods presented in [3], Newton's method, Steffensen's 

method, and Regula Falsi method. 
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The paper is designed as follows: section 2 presents proposed technique derived from the 

method of Chen and Li [3] by replacing p by p(x). As done in [3], Sect. 3 presents a 

convergence theorem that proves the cubic convergence of iterate sequence. In Sect. 4, 

numerical examples are computed using our technique, Newton's method, Steffensen's 

method, Chen, and Li's method [3], and Regula Falsi method. A table summarizing the results 

demonstrates the superior efficacy of modified approach over the other methods under 

comparison. Finally, conclusions from the Section 5. 

PROPOSED METHODOLOGY: 

Assume that α is a root of f(x)  = 0. Assuming f(a)f(b)  < 0, α is ensured to be a simple root 

of f(x)  = 0 in [a, b]. Under Chen and Li's [3] analysis, the class of iteration formulae with a 

parameter is given by 

xn+1  =  xn exp {−
[f(xn)]2

xn[p{f(xn}2+f(xn) − f(xn−f(xn))]
} . . . (3) 

For en  =  xn –  α and f ′(α)  ≠ 0, they proved that  

 lim
n→∞

en+1  =  en
2[p +  

f′′(α)

2f′(α)
 − 

f′′(α)

2
 +  

1

2α
]  

Hence, order of the convergence of the iterative technique (3) is 2.  

Now we define a function p(x) as  

 p(x)  =  − 
f(x−f(x))[f(x−f(x)+f(x+f(x))−2f(x)]

2[f(x)−f(x−f(x))]f(x)2  −
1

2x
  … (4) 

So that lim
x→a

p(x) =  
f′′(α)

2
 − 

f′′(α)

2f′(α)
 − 

1

2α
 

This results in the iteration (3) modify that follows 

xn+1  =  xn exp {−
[f(xn)]2

xn[p(xn){f(xn}2+f(xn) − f(xn−f(xn))]
} , n = 0,1,2   . . . (5)  

CONVERGENCE ANALYSIS: 

Theorem:    

Assume that f: [a, b]  → R be continuously differentiable function with f(α)  = 0. Suppose that 

f ′(α)  ≠ 0  and k(α) be a sufficiently small neighborhood of α. Then order of convergence of 

the sequence of iterates generated by the equation (5) with (4) is three. 

Proof:  

Let α be the simple zero of f(x) and en  =  xn –  α. Using Taylor expansion around x =  α and 

considering f(α)  = 0, we get 
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 f(xn)  =  enf ′(α) + 
en

2

2
 f ′′(α)  +  

en
3

6
 f ′′′(α) + o(en

4) 

 f(xn − f(xn)) = (1 − f ′(α))f ′(α)en  + (1 − 3f ′(α)f ′(α)2 f′(α)f′′(α)

2
en

2 +o(en
3) 

f(xn + f(xn)) = (1 + f ′(α))f ′(α)en  + (1 + 3f ′(α)f ′(α)2 f′(α)f′′(α)

2
en

2 +o(en
3) 

f(xn)2  =  f ′(α)2en
2  + f ′(α)f ′′(α)en

2 +o(en
3) 

f(xn)  −  f(xn − f(xn)) = f ′(α)2en
2  + 3[f ′(α) − f ′(α)2]

f′′(α)

2
 en

2 +o(en
3) 

 
f(xn) − f(xn−f(xn)) 

 f(xn)
 = f ′(α)  − [f ′(α) − 2]

f′′(α)

2
en + [2f ′(α)2f ′′′(α) + 6f ′′′(α) − 3f ′′(α)2 −

6f ′(α)f ′′′(α)] 
en

2

12
+ o(en

3) 

 p(xn) = − 
1

2
[(1 − f ′(α))

f′′(α)

f′(α)
+

1

xn
]  + [

f′′(α)2

2f′(α)2 +
f′′′(α)

2
−  

f′′′(α)

2f′(α)
 −

f′′(α)2

4f′(α)
] en + o(en

2) 

and 

 
f(xn)

p(xn)f(xn)+
f(xn) − f(xn−f(xn)) 

 f(xn)

 =  en  +
1

2xn
en

2 + [
f′′(α)2

4f′(α)
−

f′(α)f′′′(α)

6
+

1

4xn
2 −

f′′(α)2

4f′(α)2 +

f′′′(α)

6f′(α)
] en

3 + o(en
4) 

Now expanding the exponential function in the equation (5), we get 

 xn+1  =  xn exp {−
[f(xn)]2

xn[p(xn){f(xn}2+f(xn) − f(xn−f(xn))]
}   

  xn+1  =  xn −
f(xn)

p(xn)f(xn)+
f(xn) − f(xn−f(xn)) 

 f(xn)

 +
f(xn)2

2xnp(xn)f(xn)[
f(xn) − f(xn−f(xn)) 

 f(xn)
]2

 +

o( 
f(xn)3

2xnp(xn)f(xn)[
f(xn) − f(xn−f(xn)) 

 f(xn)
]3

 

After solving, we get 

 𝑙𝑖𝑚
𝑛→∞

𝑒𝑛+1 =  𝑒𝑛
3[

𝑓′′′(𝛼)

6𝑓′(𝛼)
[𝑓′(𝛼)2 − 1] +

𝑓′′(𝛼)2

4𝑓′(𝛼)2 [1 − 𝑓′(𝛼)] +
1

12𝛼2 

This prove that the order of convergence of the sequence of iterates generated by the equation 

(5) with (4) is three. 

NUMERICAL EXAMPLES: 

Numerical Experiments to evaluate the performance of the proposed modified method, we 

conducted numerical experiments on a range of benchmark problems and compared the results 

with other established numerical methods. The experiments were implemented in MATLAB, 
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and the following methods were considered Regula Falsi (RF), Modified Regula Falsi (MRF), 

Newton Raphson method (NRM), and Steffensen method (SM) 

The benchmark problems were selected to cover a variety of nonlinear equations with different 

characteristics, such as polynomial equations, transcendental equations, and equations with 

multiple roots. The following benchmark problems were considered: 

Problem1: 𝑓(𝑥)  =  𝑙𝑛 𝑥 in the interval [0.5, 5] 
Problem 2: 𝑓(𝑥)  =  10𝑥 − 𝑒𝑥 in the interval [0, 1] 
Problem 3: 𝑓(𝑥)  =  𝑥 + 1 −  𝑒𝑠𝑖𝑛 𝑥  in the interval [1,4] 
Problem 4: 𝑓(𝑥)  =  𝑥11 − 0.091 in the interval [0.1, 1] 
Problem 5: 𝑓(𝑥)  = 𝑒𝑠𝑖𝑛 𝑥 − 𝑥2  − 1  in the interval [1, 4] 
The tolerance for convergence was set to 𝜀 =  10−15, the performance of each method was 

evaluated based on the following metrics: 

1. Number of iterations required for convergence (𝑛) 

2. The iterate obtained after the iterations (𝑥𝑛) . 

The numerical results for each problem and method are summarized in Table 1. 

Table 1: Numerical Results for Benchmark Problems 

Problem Method 𝐧 𝐱𝐧 

1 RF 27 1 

 MRF 7 1 

 NR divergent - 

 SM failure - 

2 RF 15 111833 × 10−6 

 MRF 6 111833 × 10−6 

 NR failure - 

 SM failure - 

3 RF 32 169681 × 10−5 

 MRF 11 169681 × 10−5 

 NR failure - 

 SM failure - 

4 RF 101 804133 × 10−6 

 MRF 21 804133 × 10−6 

 NR 200 804133 × 10−6 

 SM divergent - 

5 RF 100 126203 × 10−5 

 MRF 19 126203 × 10−5 

 NR divergent - 

 SM divergent - 

 

CONCLUSION: 
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An exponential iterative approach combined with the Regula Falsi method presents a class of 

third order Regula Falsi methods for solving nonlinear equations. This is slightly different as 

described in [3]. It is established that the sequence of iterates xn  − α has a cubic asymptotic 

convergence rate. Following several numerical examples, the algorithm is tested, and the 

results up to the required precision, ε =  10−15 are compared with our approach, Regula Falsi 

(RF), Steffensen's and Newton's techniques. It has been noted that the modified approach 

requires fewer iterations and more efficient as compared to these techniques. 
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