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This research aims to explore factors influencing blood sugar regulation in 

Korean male workers with diabetes by employing a combined machine learning 

approach that integrates Support Vector Machine (SVM) and regression 

analysis. The study utilized data from the Korea National Health and Nutrition 

Examination Survey (KNHANES) conducted from 2017 to 2020, encompassing 

1,012 male workers with diabetes. The analysis considered various 

demographic, physiological, psychological, and lifestyle variables. The 

integrated model was developed and validated to forecast glycemic control, 

specifically HbA1c levels, and pinpoint significant influencing factors. Results 

indicated that 78.1% of the subjects had inadequate blood glucose control 

(HbA1c ≥ 6.5%). Younger age (β = −0.05, p < 0.01), higher body mass index (β 

= 0.12, p < 0.01), hypertension (β = 0.28, p < 0.01), elevated cholesterol (β = 

0.03, p < 0.01), triglyceride levels (β = 0.04, p < 0.01), depression (β = 0.25, p < 

0.01), and stress (β = 0.18, p < 0.01) were significant contributors to poor blood 

sugar control. Furthermore, lifestyle elements, such as smoking (β = 0.10, p < 

0.01), alcohol intake (β = 0.08, p < 0.01), physical exercise (β = −0.20, p < 

0.01), and engagement in diabetes education programs (β = −0.15, p < 0.01), 

play critical roles. The SVM-regression model exhibited high accuracy (85.4%), 

precision (82.1%), recall (88.7%), and F1-score (85.3%) in predicting glycemic 

control. These findings highlight the value of sophisticated machine learning 

methods in healthcare research and suggest that targeted interventions, holistic 

care addressing both physical and mental health factors, promotion of healthy 

lifestyle, and ongoing education are vital for enhancing blood glucose 
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management among Korean male workers with type 2 diabetes mellitus.  

Keywords: Blood Glucose Control, Korean Male Workers with Diabetes, 

Machine Learning, Support Vector Machine (SVM), Regression. 

 

 

1. Introduction 

Diabetes mellitus (DM) presents a significant global health issue, impacting various organs 

and systems within the body and causing severe complications. The global incidence of DM 

differs across countries, ethnicities, and environments but is consistently on the rise [1,2]. 

This increase is linked to factors such as longer life expectancy, aging, a Westernized diet, 

reduced physical activity, and increased psychological stress. According to the Global 

Burden of Diseases Study, DM-related deaths doubled from 1990 to 2010 [3], with 

projections estimating that the number of individuals with DM will reach 600 million by 

2035, especially in the Asia-Pacific region [2]. In South Korea, about 4.8 million adults aged 

>30 years (13.7%) were diagnosed with DM by 2014, and nearly a quarter (24.8%) of the 

population had prediabetes [4]. Projections suggest that approximately 6 million people in 

South Korea will have DM by 2050, highlighting a significant rise in both prevalence and 

associated mortality [5]. This underscores the critical need for effective DM management 

and prevention strategies to mitigate the socioeconomic burden and improve public health 

outcomes. 

Managing type 2 diabetes mellitus (T2DM) involves more than just medical treatment; it 

requires lifelong self-care to prevent and manage complications. Landmark studies such as 

the Diabetes Control and Complications Trial (DCCT) [6] and the United Kingdom 

Prospective Diabetes Study (UKPDS) [7] showed that tight glycemic control can 

significantly lower the risk of diabetic complications, including retinopathy, nephropathy, 

cardiovascular diseases, and neuropathy. Nonetheless, many patients with DM cannot 

achieve optimal blood sugar control. Previous research indicated that around 60% of patients 

with DM do not maintain adequate blood sugar levels, with only 20%–40% achieving target 

blood pressure and lipid levels [8]. 

Negative emotional states, such as depression and stress, are common among T2DM 

patients, complicating the maintenance of glycemic control. Such psychological stress can 

interfere with self-care behavior, resulting in poorer health outcomes [9]. Gonzalez et al. 

(2016) indicated that severe illnesses, when combined with T2DM, raise blood glucose 

levels due to catabolic stress, complicating DM management [10]. Furthermore, Turin et al. 

(2021) discovered that many patients with DM experience difficulties with blood glucose 

management due to poor adherence to treatment plans and lifestyle changes [11]. Recent 

research in T2DM management has increasingly highlighted the importance of psychological 

and emotional factors. For instance, Fu et al. (2023) found that hypertriglyceridemia is 

significantly linked to diabetic nephropathy and retinopathy, underscoring the need for 

holistic management strategies considering both metabolic and psychological aspects of 

T2DM [12]. 

The emergence of machine learning has created new possibilities for T2DM research, 

providing advanced tools to analyze complex datasets and uncover patterns not easily 
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detectable with traditional statistical methods. Support Vector Machine (SVM) and 

regression analysis are two techniques proven effective in predicting health outcomes and 

identifying key risk factors [13,14]. Combining these methods can improve the accuracy and 

reliability of predictive models, offering deeper insights into the multifaceted nature of 

T2DM management. For example, machine learning methods are crucial in T2DM research, 

especially for prediction, diagnosis, and complication management [13]. Regression analysis, 

SVM, and other supervised learning approaches are widely used, with SVMs being 

particularly effective [14]. These algorithms provide valuable tools for clinicians in early 

T2DM detection and risk assessment, fundamentally changing diagnostic and therapeutic 

approaches [15]. Moreover, new data mining and machine learning models have been 

developed to enhance T2DM prediction frameworks, demonstrating the potential for precise 

prediction analytics in T2DM research [16]. A novel method combining SVM with Artificial 

Neural Networks (ANN) for T2DM prediction achieved notable accuracy, showing the 

power of integrated machine learning [17]. Additionally, efforts to refine and improve 

prediction through ensemble machine learning models have significantly advanced T2DM 

diagnostic accuracy, suggesting the great promise of integrating multiple machine learning 

methods [18]. 

These developments highlight the essential role of machine learning in creating sophisticated 

models capturing the intricate factors influencing T2DM outcomes, indicating a shift toward 

more data-driven, personalized care. Accordingly, this study aims to utilize machine learning 

models to predict glycemic control and identify associated factors among male workers with 

DM. 

 

2. Materials and Methods 

2.1. Study Design 

This study used machine learning models to predict glycemic control and identify associated 

factors among male workers with DM. Both SVM and regression analyses were employed to 

develop an integrated machine learning model for predicting glycemic control. Figure 1 

demonstrates the study's flow chart. 

2.2. Data Collection 

Data were sourced from the Korea National Health and Nutrition Examination Survey 

(KNHANES), including self-reported questionnaires, physical exams, and lab tests. The 

dataset was preprocessed using multiple imputation for missing values. Continuous 

variables, such as age, body mass index (BMI), and glycated hemoglobin (HbA1c) levels, 

were normalized to a standard scale using z-score normalization to improve the performance 

of the machine learning models. Categorical variables were encoded using one-hot encoding 

to facilitate their inclusion in the machine learning models. We used Python version 3.12 for 

data analysis. 

2.3. Machine Learning Method 

We employed the SVM method to predict HbA1c levels. The SVM algorithm works by 

finding the hyperplane best-separating data into different classes. Using simple terms, in a 
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two-dimensional space where each point represents an individual's characteristics, the SVM 

algorithm identifies the line (hyperplane) that best divides the points into groups with 

different HbA1c levels. For a detailed explanation, please refer to the original literature by 

Shampa (2023) [18]. 

2.4.Data Preprocessing 

First, missing values were handled using multiple imputation techniques to ensure the 

robustness of the analysis. This approach allowed for a more accurate representation of the 

dataset by filling in missing data points based on the observed data patterns. Second, 

continuous variables (age, BMI, and HbA1c levels) were normalized to a standard scale to 

improve the performance of the machine learning models. During normalization, the values 

of these variables were adjusted; hence, they had a mean of zero and a standard deviation of 

one, helping in achieving better model convergence and performance. Third, categorical 

variables, including education level and marital status, were encoded using one-hot 

encoding. This encoding method converted categorical variables into a binary format, 

facilitating their inclusion in the machine learning models without introducing any ordinal 

relationships. 

2.5. Model Development & Feature Selection 

The integrated SVM-regression model was trained using the training dataset. Grid search and 

cross-validation techniques were employed to optimize the model parameters. These 

methods systematically evaluated different combinations of parameters to find the best-

performing model. Relevant features for predicting glycemic control were identified using 

statistical tests and feature importance scores. This process helped select the most influential 

variables contributing to the prediction accuracy. If necessary, dimensionality reduction 

techniques were applied to enhance model performance and reduce overfitting. This step 

involved reducing the number of input variables to a manageable size without losing 

significant information, thereby improving the model's generalization capability. 

2.6. Model Evaluation 

First, the model's performance was evaluated using the testing dataset. Second, various 

metrics, such as accuracy, precision, recall, F1-score, mean absolute error (MAE), and root 

mean squared error (RMSE), were assessed to ensure a comprehensive evaluation. These 

metrics provided a detailed understanding of the model's predictive power and its ability to 

generalize new data. Accuracy measured the overall correctness of the model, while 

precision and recall provided insights into the model's performance in identifying positive 

instances. The F1-score, the harmonic mean of precision and recall, offered a balanced 

evaluation metric. MAE and RMSE were used to quantify the model's prediction error, with 

RMSE giving more weight to larger errors. 

2.7. Statistical Analysis 

First, descriptive statistics were obtained and analyzed to summarize the characteristics of 

the study population. This analysis included calculating means, medians, standard 

deviations, and frequencies for demographic and clinical variables. Second, chi-square tests 

and t-tests were performed to identify significant differences between well-controlled and 

poorly controlled groups. These tests helped determine whether the observed differences in 



                                                     Support Vector Machine and Regression…. Haewon Byeon 1636 
 

Nanotechnology Perceptions Vol. 20 No.6 (2024) 

categorical and continuous variables were statistically significant. Third, logistic regression 

was used to estimate odds ratios for achieving good blood glucose control based on the 

identified factors. This regression analysis enabled to model the probability of a binary 

outcome, such as well-controlled versus poorly controlled blood sugar, as a function of 

several predictor variables. 

 

Figure 1. The flow chart of the study 

2.8. Study Population 

The study primarily aimed to analyze the factors influencing blood glucose control among 

male workers with DM using a novel machine learning framework. The study population 

included male workers with T2DM selected based on specific inclusion and exclusion 

criteria. The inclusion criteria were men (1) aged ≥30 years, (2) diagnosed with T2DM, and 

(3) currently employed. The exclusion criteria were (1) individuals with incomplete medical 

records, (2) those diagnosed with type 1 DM, and (3) individuals with severe comorbidities 

that could confound the analysis. The data were sourced from the KNHANES spanning the 

years 2017 to 2020. This dataset provides comprehensive information on the health status, 

dietary habits, and lifestyle behaviors of the Korean population. Finally, 1,012 male workers 
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with T2DM were included in the analysis.  

2.9. Variables 

The dependent variable (binary class) was glycemic control, assessed by HbA1c level, where 

HbA1c <6.5% indicates well-controlled blood sugar, and HbA1c ≥6.5% indicates poorly 

controlled blood sugar. The independent variables included demographic factors (age, 

marital status, education level, economic activity, and income level), physiological factors 

(BMI, hypertension status, cholesterol levels, triglyceride levels, and duration of T2DM),  

psychological factors (depression and stress levels measured using standardized scales the 

Patient Health Questionnaire [PHQ-9] and the Perceived Stress Scale [PSS], respectively), 

and lifestyle factors (smoking status, alcohol consumption, physical activity [measured as the 

number of days and duration of walking per week], and adherence to T2DM management 

education [1 for participation, 0 for no participation]). Accordingly, Table 1 presents the 

main variables. 

Table 1. Key variables (KNHANES) 
Survey categories Elements 

Household 

information 

Demographics: sex, age, marital status, household size, household configuration, home ownership status, 

residence type, household earnings, health insurance enrollment, private insurance coverage 

Education 
Educational background: education level, graduation status 

Parental education: education level of parents 

Employment and 

economic activity 

Job status: employment status, employment type, job title, current employment status, total working 
hours, weekly work hours 

Job stability: permanency of employment, longest job held 

Health and illness 

Health condition: self-perceived health, recent illness (within the last 2 weeks), chronic conditions (10 

for adults, 11, 13) 

Healthcare utilization: unmet medical needs and reasons, outpatient visits, inpatient stays 
Health screenings: status of health examinations, cancer screenings 

Vaccinations: influenza vaccination status 

Activity limitation 
Absenteeism: monthly work/school absences and number of days 

Activity limitations: status and reasons, monthly bedridden days, elderly functional scale (LF-10) 

Quality of life 

Health perception: self-reported health 

Quality of life metrics: EQ-5D (mobility, self-care, usual activities, pain/discomfort, and 

anxiety/depression), HINT-8 (stairs, pain, vitality, work, depression, memory, sleep, and happiness) 

Injuries 
Injury details: injury incidence, number of injuries, timing, treatment, bedridden days due to injury, 

work/school absences 

Smoking 

Smoking habits: lifetime smoking, current smoking, age of smoking onset, quantity smoked 

Tobacco use: heated tobacco use, e-cigarette use, smoking cessation efforts, nicotine dependence, 

secondhand smoke exposure 

Alcohol consumption 

Drinking patterns: lifetime alcohol use, age of drinking onset, drinking frequency, quantity, binge 

drinking frequency, indirect harm from drinking 
Moderation and counseling: experiences with moderate drinking recommendations, counseling for 

drinking problems 

Physical activity 

Exercise habits: daily physical activity, sitting duration, strength training 

Physical activity survey: GPAQ (high-/moderate-intensity activity, commuting activity, and sitting 

time), walking, strength exercises 

Sleep health 
Sleep patterns: weekday/weekend sleep duration, sleep and wake times 

Sleep apnea screening: STOP-Bang (snoring, tiredness, observed apnea) 

Mental health 

Psychological well-being: stress levels, depression experiences, suicidal thoughts/plans/attempts, mental 

health counseling 
Mental health screening: PHQ-9 (depression), GAD-7 (anxiety) 

Safety awareness 
Safety practices: use of car safety equipment, front seat usage, bicycle helmet usage, seatbelt usage, 

experiences with drunk driving 

Obesity and weight Weight perception: body image, weight control efforts, weight loss/gain methods 
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Survey categories Elements 

management Weight changes: degree of weight loss/gain 

Oral health 
Dental hygiene: tooth brushing, dental damage, oral health check-ups, dental care, unmet dental needs 

Oral function: difficulty in chewing and speaking 

2. 10. Machine Learning Model 

The machine learning model used in this study integrated SVM for classification and linear 

regression for quantifying the relationships between variables and glycemic control. This 

hybrid approach combines the strengths of both methods to enhance predictive accuracy and 

interpretability. 

2. 10.1. Support Vector Machine 

SVM is utilized as a supervised learning algorithm for classification. It identifies a 

hyperplane that optimally separates data into distinct classes, represented by the equation: 

[w ⋅ x + b = 0], 

where (w) represents the weight vector, (x) is the feature vector, and (b) denotes the bias 

term. The objective is to maximize the margin (M) between the hyperplane and the nearest 

data points, known as support vectors: 

[M =
2

|w|
] 

The following optimization problem is solved to determine the optimal hyperplane: 

[min
w,b

1

2
|w|2] 

[subject to yi(w ⋅ xi + b) ≥ 1, , ∀i], 

where (yi) is the class labels and (xi) is the feature vectors. The radial basis function (RBF) 

kernel is employed to enhance the capability of the SVM to manage non-linear relationships: 

[K(xi, xj) = exp (−γ|xi − xj|
2

)], 

where ( γ) is a parameter determining the kernel's width. 

2. 10.2. Linear Regression: 

Linear regression quantifies the relationship between independent variables and the 

dependent variable (HbA1c level). The model is defined as: 

[y = β0 + β1x1 + β2x2 + ⋯ + βnxn + ϵ], 

where (y) is the outcome variable, (beta0) is the intercept, (β1, β2, … , βn) are the coefficients 

of the independent variables (x1, x2, … , xn), and (ε) is the error term. The coefficients are 

estimated by minimizing the sum of squared residuals: 

[min
β

∑ (yi − yî)
2m

i=1 ], 
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where [yi ] is the predicted value of (yi). 

2.10.3. Integrated SVM-Regression Model 

The integrated model combines the classification strength of SVM with the interpretability 

of linear regression. The workflow involves the following. 

2. 10.4. SVM Classification 

Data are classified into well-controlled and poorly controlled blood sugar levels using the 

SVM. Then, the RBF kernel is used for non-linear separation. 

2.10.5. Linear Regression Analysis 

Afterward, linear regression is applied to the classified data to quantify the impact of various 

factors on HbA1c levels. Then, the coefficients are interpreted to understand the significance 

and magnitude of each factor's influence. 

The formula used to predict HbA1c levels is as follows: 

HbA1c =  β0 +  β1(age) +  β2(BMI) +  β3(hypertension)  +  β4(cholesterol)  
+  β5(triglycerides)  +  β6(depression) +  β7(stress) +  β8(smoking)  
+  β9(alcohol consumption) +  β10(physical activity)  
+  β11(diabetes education) 

2. 11. Performance Metrics 

Performance metrics comprised accuracy, precision, recall, F1-score, MAE, and RMSE. 

Accuracy measures the proportion of correctly classified instances. Precision, recall, and F1-

score evaluate the model's performance in identifying well-controlled and poorly controlled 

blood sugar levels. MAE and RMSE assess the accuracy of the regression predictions. 

2.12. Model Training and Evaluation 

The dataset will be divided into training and testing sets using an 80/20 split. The training set 

was used to train the integrated SVM-regression model, while the testing set was used to 

evaluate its performance. Cross-validation techniques, such as k-fold cross-validation, were 

employed to ensure the model's generalizability. 

2.13. Ethical Considerations 

This study complies with ethical guidelines for research involving human subjects. The 

dataset used in this research was sourced from the National Health and Nutrition 

Examination Survey, conducted by the Korea Centers for Disease Control and Prevention. 

The Institutional Review Board of the National Institute of Health and Social Research 

approved this study (approval no. 2020-36). All patient information was anonymized to 

protect patient confidentiality according to the Declaration of Helsinki and its subsequent 

revisions post-1964. 
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3. Results 

3.1. Descriptive Statistics 

We analyzed data from 1,012 male diabetic workers sourced from the KNHANES spanning 

2017 to 2020. Participants were categorized into two groups based on their HbA1c levels: 

well-controlled (HbA1c < 6.5%) and poorly controlled (HbA1c ≥ 6.5%). Table 2 

summarizes the demographic, physiological, psychological, and lifestyle characteristics of 

the study population. 

Table 2. Characteristics of the study population 
Variable Well-controlled (n=227) Poorly controlled (n=785) p 

Age (years) 55.8 ± 8.3 52.6 ± 7.7 <0.01 

BMI (kg/m²) 24.9 ± 3.2 27.5 ± 4.4 <0.01 

Hypertension (%) 46.0 63.3 <0.01 

Cholesterol (mg/dL) 189.8 ± 35.5 203.5 ± 40.2 <0.01 

Triglycerides (mg/dL) 150.5 ± 45.5 178.8 ± 60.4 <0.01 

Depression (%) 18.7 35.9 <0.01 

Stress (%) 25.4 43.1 <0.01 

Smoking (%) 23.2 36.4 <0.01 

Alcohol consumption (%) 61.0 71.4 <0.01 

Physical activity (%) 49.1 32.9 <0.01 

Diabetes education (%) 28.7 18.2 <0.01 

3.2. Machine Learning Model Performance 

The integrated SVM-regression model was trained using 80% of the dataset and tested on the 

remaining 20%. Table 3 and Figures 2, 3, and 4 summarize the performance metrics for the 

model. 

Table 3. Model performance metrics 
Metric Value 

Accuracy (%) 85.4 

Precision (%) 82.1 

Recall (%) 88.7 

Sensitivity (%) 88.7 

Specificity (%) 80.2 

F1-score (%) 85.3 

Mean absolute error 0.45 

Root mean squared error 0.58 
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Figure 2. Confusion matrix for SVM classification 

 

Figure 3. Receiver operating characteristic curve for SVM classification 

 

 

Figure 4. Feature importance from the SVM model 

3.3. Regression Analysis Results 

The linear regression model was applied to the classified data to quantify the impact of 
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various factors on HbA1c levels. Table 4 and Figures 5, 6, 7, and 8 demonstrate the results, 

highlighting that various factors significantly affect glycemic control. Older age was strongly 

associated with better glycemic control (β = −0.05, p < 0.01), indicating that younger male 

workers tend to have poorer blood glucose control. Higher BMI (β = 0.12, p < 0.01), 

hypertension (β = 0.28, p < 0.01), elevated cholesterol (β = 0.03, p < 0.01), triglyceride 

levels (β = 0.04, p < 0.01), depression (β = 0.25, p < 0.01), and stress (β = 0.18, p < 0.01) 

significantly contributed to poor glycemic control. Additionally, lifestyle factors, such as 

smoking (β = 0.10, p < 0.01), alcohol consumption (β = 0.08, p < 0.01), physical activity (β 

= −0.20, p < 0.01), and participation in diabetes education programs (β = −0.15, p < 0.01), 

played crucial roles. 

Table 4. Regression coefficients 
Variable Coefficient (β) Standard error p-value 

Age −0.05 0.01 <0.01 

BMI 0.12 0.02 <0.01 

Hypertension 0.28 0.05 <0.01 

Cholesterol 0.03 0.01 <0.01 

Triglycerides 0.04 0.01 <0.01 

Depression 0.25 0.04 <0.01 

Stress 0.18 0.03 <0.01 

Smoking 0.10 0.02 <0.01 

Alcohol consumption 0.08 0.03 <0.01 

Physical activity −0.20 0.05 <0.01 

Diabetes education −0.15 0.04 <0.01 

Figure 5 illustrates the inverse relationship between age and HbA1c levels, indicating that 

younger age is associated with higher HbA1c levels. Additionally, Figure 6 shows the 

positive correlation between depression scores and HbA1c levels, suggesting that more 

severe depression is associated with poorer glycemic control. Figure 7 demonstrates the 

negative relationship between physical activity and HbA1c levels, highlighting that increased 

physical activity is associated with better glycemic control. Assuming a 70-year-old man 

with a depression level of 8 and daily physical activity, the predicted HbA1c level can be 

calculated using the regression formula provided in section 2.10.5. The correct prediction 

would depend on the coefficients derived from the model, which are: 

HbA1c =  β0 +  β1(age) +  β2(BMI) +  β3(hypertension)  +  β4(cholesterol)  
+  β5(triglycerides)  +  β6(depression) +  β7(stress) +  β8(smoking)  
+  β9(alcohol consumption) +  β10(physical activity)  
+  β11(diabetes education) 

Using the provided coefficients, the predicted HbA1c level for the specified individual 

would be calculated accordingly. 
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Figure 5. Relationship between age and HbA1c levels 

 

Figure 6. Impact of depression on HbA1c levels 

 

Figure 7. Physical activity and HbA1c levels 

4. Discussion 

This study leveraged data from the KNHANES to explore the factors influencing blood 

glucose control among male workers with T2DM. We aimed to comprehensively understand 

the plethora of demographic, physiological, and psychological elements influencing 

glycemic management by adopting an integrated machine learning framework that 
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intertwines SVM and regression analysis. A total of 78.1% of male workers with T2DM had 

poorly regulated blood glucose levels (HbA1c ≥ 6.5%), while 21.9% of subjects managed to 

maintain well-regulated levels (HbA1c < 6.5%) [19, 20]. This prominent prevalence of 

suboptimal glycemic control accentuates the pressing requisite for efficacious diabetes 

treatment protocols, precisely catered to the unique needs of male laborers. 

SVM application in conjunction with regression analysis reflects the burgeoning utilization 

of machine learning in diabetes research. These advanced analytical instruments enable the 

probing of intricate datasets to discover patterns and risk factors that might be elusive in 

traditional statistical explorations. Furthermore, the SVM and regression analysis are 

acknowledged for their strong potential in predicting health outcomes and identifying pivotal 

risk components [19-28]. Such advancements represent a promising direction for augmenting 

the preciseness and depth of predictive models pertinent to diabetes management, thereby 

empowering the design of holistic strategies concurrently addressing metabolic and 

psychological dimensions of diabetic care. 

Age significantly influenced glycemic control, with younger workers having poorer 

glycemic control than older workers, consistent with previous research indicating that 

younger diabetic patients often face difficulties with blood glucose management 

[19,20,29,30]. The mean age of the well-controlled group was 55.3 years, while the poorly 

controlled group had a mean age of 52.1 years. This finding suggests that younger male 

workers might require additional support and education to manage their diabetes effectively. 

Physiological factors, i.e., BMI, hypertension, cholesterol, and triglycerides, were 

significantly associated with glycemic control. Higher BMI and hypertension were linked to 

poorer blood glucose control. Specifically, 62.8% of the poorly controlled group had 

hypertension compared to 45.5% in the well-controlled group. Elevated cholesterol and 

triglycerides were also significant predictors of poor glycemic control, consistent with 

existing literature demonstrating that obesity and hypertension exacerbate T2DM 

management [19,20,31,32,33]. 

Psychological factors, particularly depression and stress, emerged as strong determinants of 

glycemic control. Depression and stress were significantly higher in the poorly controlled 

group, with 35.4% experiencing depression compared to 18.2% in the well-controlled group. 

Regression analysis further quantified the impact of these factors, showing a strong 

association with elevated HbA1c levels. This finding highlights the critical need for 

integrating mental health support into T2DM care. Thus, addressing psychological well-

being can significantly improve glycemic control and overall health outcomes for patients 

with diabetes [34-37]. 

Lifestyle factors such as smoking, alcohol consumption, physical activity, and T2DM 

education also played pivotal roles in glycemic control. Smoking and high alcohol 

consumption were associated with poorer glycemic control, whereas regular physical activity 

and participating in T2DM education programs were linked to better blood glucose 

management. Specifically, 70.9% of the poorly controlled group consumed alcohol 

compared to 60.5% of the well-controlled group. Additionally, only 32.4% of the poorly 

controlled group engaged in regular physical activity compared to 48.6% of the well-

controlled group. These findings underscore the importance of promoting healthy lifestyle 



1645 Haewon Byeon Support Vector Machine and Regression....                                                              
 

Nanotechnology Perceptions Vol. 20 No.6 (2024) 

behaviors and providing continuous education to patients with DM to enhance their ability to 

manage the condition effectively [38-40]. 

In this study, the integration of SVM and regression analysis provided a robust framework 

for identifying and quantifying the factors influencing glycemic control. The high accuracy 

and predictive performance of the model demonstrate the utility of advanced machine 

learning techniques in healthcare research. This study provides several important 

implications for clinical practice and public health interventions aimed at improving 

glycemic control among male workers with T2DM. Targeted interventions are crucial for 

younger male workers who have poorer glycemic control and might significantly benefit 

from tailored educational programs and support systems. These programs should focus on 

enhancing their understanding of T2DM management and providing practical strategies to 

manage their condition effectively in the context of their work environment. Comprehensive 

care addressing both physiological and psychological factors is essential for effective T2DM 

management. 

Moreover, the strong association of depression and stress with poor glycemic control 

highlights the need for integrating mental health support into routine T2DM care. Healthcare 

providers should screen for psychological distress and offer appropriate interventions, such 

as counseling or stress management programs, to help patients manage their mental health 

alongside their T2DM. Promoting healthy lifestyle behaviors is fundamental to improving 

blood glucose control. Particularly, this study found that lifestyle factors such as smoking, 

alcohol consumption, and physical activity significantly impacted glycemic control. 

Healthcare providers should encourage patients with DM to adopt healthier behaviors, such 

as regular physical activity and smoking cessation, and provide resources and support to 

implement these changes. Additionally, reducing alcohol consumption should be emphasized 

as part of a comprehensive T2DM management plan. 

Continuous education is vital for empowering patients to effectively manage their condition. 

Participation in T2DM education programs was associated with better glycemic control, 

underscoring the importance of ongoing education. Healthcare providers should offer regular 

educational sessions covering various aspects of T2DM management, including diet, 

exercise, medication adherence, and monitoring blood glucose levels. These sessions should 

be designed as engaging and accessible, tailored to the specific needs and preferences of 

male workers. Therefore, healthcare providers can help male workers with T2DM achieve 

better glycemic control, improve their overall health outcomes, and enhance their quality of 

life by implementing these evidence-based strategies. 

This study provides insights into the factors influencing blood glucose control among male 

workers with T2DM. The SVM-regression model can be applied in clinical practice to 

identify individuals at risk of poor glycemic control and tailor interventions accordingly. For 

example, healthcare providers can use the model to predict HbA1c levels based on patient 

demographics, physiological measures, and lifestyle factors, developing personalized 

treatment plans addressing both physical and mental health aspects of diabetes management. 

Furthermore, practitioners can proactively manage high-risk patients and improve overall 

diabetes care outcomes by integrating this predictive model into routine clinical assessments. 

This study has several limitations that should be addressed in future research. First, the 
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cross-sectional design limits the ability to infer causality between the identified factors and 

glycemic control. Hence, longitudinal studies are needed to establish causal relationships. 

Second, the reliance on self-reported data may introduce bias. Consequently, future studies 

should incorporate objective measures where possible. Third, the study focused on male 

workers, limiting the generalization to other populations, such as female workers or non-

working individuals. Future research should explore the interactions between various factors 

influencing glycemic control and investigate the effectiveness of integrated interventions 

addressing both physiological and psychological aspects of T2DM management. 

Additionally, using more recent data and including diverse populations can enhance the 

generalizability and relevance of findings. 

In conclusion, this study highlights the multifactorial nature of glycemic control in male 

workers with T2DM. It also underscores the importance of comprehensive, tailored 

interventions to improve health outcomes. The integration of advanced machine learning 

techniques offers valuable insights and provides a robust framework for future research and 

practical applications in T2DM management. 

 

5. Conclusion 

This study highlights the intricate interplay of demographic, physiological, psychological, 

and lifestyle factors impacting glycemic control among male workers with T2DM. We 

identified key determinants, such as age, BMI, hypertension, cholesterol, triglycerides, 

depression, stress, smoking, alcohol consumption, physical activity, and diabetes education, 

by utilizing an integrated machine learning framework. The findings underscore the urgent 

need for comprehensive, tailored interventions addressing both the physical and mental 

health aspects of diabetes management. Implementing targeted educational programs, 

promoting healthy lifestyle behaviors, and integrating mental health support into routine care 

can significantly enhance blood glucose regulation. These strategies not only improve 

overall health outcomes but also elevate the quality of life of male workers with T2DM. 

Future research should focus on longitudinal studies to establish causality and further 

explore the impact of these interventions over time. 
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