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In this chapter, some new operators called pf (resp. pfd, pfoP,pféS,pfda
and pf ) frontier respective border and exterior with the help of pfos (resp.
pféos, pfédPos,pféSos,pféaos and pféLos)’s in Pythagorean fuzzy
topological spaces are introduced. Further, the important properties are
discussed with examples. Also, Pythagorean fuzzy set is portrayed by
membership and non-membership, more forceful to seize indeterminacy. Here
we applied one similarity measures for decision making problem in Industry,
and given solution for employee assignment for the project.
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1. Introduction

Considering the imprecision in decision-making, Zadeh [30] introduced the idea of fuzzy set
which has a membership function, p that assigns to each element of the universe of
discourse, a number from the unit interval [0,1] to indicate the degree of belongingness to
the set under consideration. The notion of fuzzy sets generalizes classical sets theory by
allowing intermediate situations between the whole and nothing. In a fuzzy set, a
membership function is defined to describe the degree of membership of an element to a
class. The membership value ranges from 0 to 1, where 0 shows that the element does not
belong to a class, 1 means belongs, and other values indicate the degree of membership to a
class. For fuzzy sets, the membership function replaced the characteristic function in crisp
sets. The concept of fuzzy set theory seems to be inconclusive because of the exclusion of
nonmembership function and the disregard for the possibility of hesitation margin.

Atanassov critically studied these shortcomings and proposed a concept called intuitionistic
fuzzy sets (IFSs) [1, 2, 4, 5]. The construct (that is, IFS’s) incorporates both membership
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function, p and nonmembership function, v with hesitation margin, m (that is, either
membership nor non-membership functions), such that p+v<1 and p+v+m=1
Atanassov [3] introduced intuitionistic fuzzy sets of second type (IFSST) with the property
that the sum of the square of the membership and non-membership degrees is less than or
equal to one. This concept generalizes IFS’s in a way. The notion of IFS’s provides a flexible
framework to elaborate uncertainty and vagueness. The idea of IFS seems to be resourceful
in modelling many real-life situations like medical diagnosis [7, 8, 12, 24, 25], career
determination [10], selection process [11], and multi-criteria decision-making [15, 16, 17],
among others.

There are situations where p + v > 1 unlike the cases capture in IFS’s. This limitation in IFS
naturally led to a construct, called Pythagorean fuzzy sets (pfs’s). Pythagorean fuzzy set
(pfs) proposed in [27, 28, 29] is a new tool to deal with vagueness considering the
membership grade, u and non-membership grade, v satisfying the conditions p+v <1 or
w+v > 1, and also, it follows that u? + v? + w2 = 1, where  is the Pythagorean fuzzy set
index. In fact, the origin of Pythagorean fuzzy sets emanated from IFSST earlier studied in
the literature. As a generalized set, PFS has close relationship with IFS. The construct of
PFS’s can be used to characterize uncertain information more sufficiently and accurately
than IFS. Garg [14] presented an improved score function for the ranking order of interval-
valued Pythagorean fuzzy sets (IVPFSs). Based on it, a Pythagorean fuzzy technique for
order of preference by similarity to ideal solution (TOPSIS) method by taking the preferences
of the experts in the form of interval-valued Pythagorean fuzzy decision matrices was
discussed. Other explorations of the theory of PFS’s can be found in [6, 9, 13, 18, 19, 22,
23].

In this paper, some new operators called neutrosophic & frontier, neutrosophic 6 border and
neutrosophic & exterior with the help of neutrosophic &-open sets in neutrosophic topological
spaces are introduced. Also, the important properties of them and discussed their relations
with examples. Finally, we just applied only one similarity measure in the decision making
of industry problem.

2 Preliminaries
We recall some basic notions of fuzzy sets, IFS’s and pfs’s.

Definition 2.1 [30] Let X be a nonempty set. A fuzzy set A in X is characterized by a
membership function p,: X — [0,1]. That is:

1, if x € X
ua(x) =40, if x¢X
(0,1) ifxispartlyin X.

Alternatively, a fuzzy set A in X is an object having the form A = {< x, pa(x) > |x € X} or
A= {(“AT(’()) |x € X}, where the function p, (x): X — [0,1] defines the degree of membership
of the element, x € X.

The closer the membership value p,(x) to 1, the more x belongs to A, where the grades 1
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and 0 represent full membership and full nonmembership. Fuzzy set is a collection of objects
with graded membership, that is, having degree of membership. Fuzzy set is an extension of
the classical notion of set. In classical set theory, the membership of elements in a set is
assessed in a binary terms according to a bivalent condition; an element either belongs or
does not belong to the set. Classical bivalent sets are in fuzzy set theory called crisp sets.
Fuzzy sets are generalized classical sets, since the indicator function of classical sets is
special cases of the membership functions of fuzzy sets, if the latter only take values 0 or 1.
Fuzzy sets theory permits the gradual assessment of the membership of element in a set; this
is described with the aid of a membership function valued in the real unit interval [0,1].

Let us consider two examples:

(i) all employees of XYZ who are over 1.8m in height; (ii) all employees of XYZ who are tall.
The first example is a classical set with a universe (all XYZ employees) and a membership
rule that divides the universe into members (those over 1.8m) and honmembers. The second
example is a fuzzy set, because some employees are definitely in the set and some are
definitely not in the set, but some are borderline.

This distinction between the ins, the outs, and the borderline is made more exact by the
membership function, . If we return to our second example and let A represent the fuzzy set
of all tall employees and x represent a member of the universe X (i.e. all employees), then
ta (x) would be pa(x) = 1 if x is definitely tall or p,(x) = 0 if x is definitely not tall or 0 <
ua(x) < 1 for borderline cases.

Definition 2.2 [1, 2, 4, 5] Let a nonempty set X be fixed. An IFS A in X is an object having
the form: A = {< x, pta(x),va(X) > [x EX} Or A = {<w> Ix € X}, where the functions

Ha(x): X = [0,1] and v, (x): X — [0,1] define the degree of membership and the degree of
nonmembership, respectively, of the element x € X to A, which is a subset of X, and for
every X € X: 0 < pa(x) +va(x) < 1. For each A in X: mp(x) = 1 — pa(x) —va(x) is the
intuitionistic fuzzy set index or hesitation margin of x in X. The hesitation margin 1, (x) is
the degree of nondeterminacy of x € X to the set A and T, (x) € [0,1]. The hesitation margin
is the function that expresses lack of knowledge of whether x € X or x & X. Thus: pa(x) +
va(X) + ma(x) = 1.

Example 2.1 Let X={xy,z} be a fixed universe of discourse and A=

{<0'6)‘(0'1>,<0'8§0'1>,<0'5;0'3>}, be the intuitionistic fuzzy set in X. The hesitation margins of the

elements x,y,z to A are as follows: 4 (x) = 0.3, 4 (y) = 0.1 and ma(z) = 0.2.

Definition 2.3 [27, 28, 29] Let X be a universal set. Then, a Pythagorean fuzzy set A, which
is a set of ordered pairs over X, is defined by the following: A = {< x, pa(x), va(X)|x € X} or

A= {(uA(X)):(VA(X)> |x € X}, where the functions pa (x): X = [0,1] and v (x): X = [0,1] define

the degree of membership and the degree of nhonmembership, respectively, of the element
x € X to A, which is a subset of X, and for every x € X, 0 < (ua(x))? + (va(x))? < 1.
Supposing (pa(x))? + (va(x))? < 1, then there is a degree of indeterminacy of x € X to A

defined by ma(x) = /1 —[(a(X))2 + (va(x))?] and ma(x) € [0,1]. In what follows,
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(Ma(X))? + (va(¥))? + (ma(x))2 = 1.  Otherwise, m(x) =0 whenever (ua(x))? +
(va(x))? = 1. We denote the set of all PFS’s over X by pfs(X).

Definition 2.4 [29] Let A and B be pfs’s of the forms A = {< a,A5(a), ua(a) > |a € X} and
B = {< a,Ag(a), ug(a) > |a € X}. Then

1. Ac Bifandonly if A5(a) < Ag(a) and pa(a) = pg(a) foralla € X.
A=Bifandonlyif AS BandB € A.

A ={<aps(@),As(a) > |a € X].

ANB={< a7 @) Arg(a),na(d) vV ug(a) > |a € X}

AUB={< a2 (a) VAg(a),nua(d) Apg(a) > |a € X}
d={<aPpX>laeX}andX ={<a,X ¢ > |a€EX}.
7.X=dand p = X.

Definition 2.5 [21] An Pythagorean fuzzy topology by subsets of a non-empty set X is a
family t of pfs’s satisfying the following axioms.

1. ¢,X€ET.
2. G; NG, € tforevery G4, G, € Tand

IS

3. U Gjer for any arbitrary family {G;|i € j} S t. The pair (X,t) is called an
Pythagorean fuzzy topological space (pfts in short) and any pfs G in T is called an
Pythagorean fuzzy open set (pfos in short) in X. The complement A of an Pythagorean fuzzy
open set A in an pfts(X, t) is called an Pythagorean fuzzy closed set (pfcs in short).

Definition 2.6 [21] Let (X, t) be an pfts and A = {< a,A5(a), pa(@) > |a € X} be an pfs in
X. Then the interior and the closure of A are denoted by pfint(A) and pfcl(A) and are defined
as follows: pfcl(A) =n {K|Kisan pfcs and A € K} and pfint(A) =U
{G|G isan pfos and G S A}. Also, it can be established that pfcl(A) is an pfcs and pfint(A) is
an pfos, A is an pfcs if and only if pfcl(A) = A and A is an pfos if and only if pfint(A) = A.
We say that A is pf-dense if pfcl(A) = X.

Lemma 2.1 [26] For any Pythagorean fuzzy set A in (X,t), we have X — pfint(A) =
pfcl(X — A) and X — pfcl(A) = pfint(X — A).

Definition 2.7 [26] Let (X,T) be an pfts and A be an pfs. Then A is said to be an
Pythagorean fuzzy (i) regular open set (pfros in short) if A = pfint(pfcl(A)). (ii) regular
closed set (pfrcs in short) if A = pfcl(pfint(A)). By Lemma 2.1, it follows that A is an pfros
iff A is an pfrcs.

3 Pythagorean fuzzy frontier

In this section, pf (resp. pfs, pféP, pfdS, pféa and pfSB) frontier respective border and
exterior with the help of pf&os (resp. pf6Pos, pféSos, pféaos and pf6Bos) are introduced
and discussed their properties in pfts.
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Definition 3.1 Let (X, t) be an pfts and A = {< a,A,(a), ua(a) > |a € X} be an pfs in X.
Then the &-interior and the &-closure of A are denoted by pf&int(A) and pfdcl(A) and are
defined as follows. pfécl(A) =n {K|K is an pfrcs and A € K}, (pfdint(A) =U {G|G is an
pfros and G € A}.

Definition 3.2 Let (X,t) be an pfts and A = {< a,14(a), us(a) > |a € X} be an pfsin X.
Aset Aissaidto be pf

1. &-open set (briefly, pfdos) if A = pfdint(A),
2. &-pre open set (briefly, pféPos) if A € pfint(pfécl(A)).
3. &-semi open set (briefly, pféSos) if A € pfcl(pfdint(A)).

4, 6-a open set or a-open set (briefly, pfdaos or pfaos) if AC
pfint(pfcl(pféint(A))).

5. 6-B open set or e*-open set (briefly, pféfos or pfe*os) if AC
pfcl(pfint(pfdcl(A))).

6. 6 (resp. &-pre, &-semi, S-a and 6-f) dense if pfdécl(A) (resp.
pfopcl(A),pféScl(A), pféacl(A) and pfSLcl(A)) = X.

The complement of an pféos (resp. pféPos,pféSos, pfdaos and pfSLos) is called an

pfé (resp. pféP,pféS,pféa and pfSB) closed set (briefly, pfdcs (resp.
pféPcs,pféScs,pfdacs and pféBcs in X.

The family of all pféos (resp.
pfécs,pféPos,pféPcs,pfdSos, pfdScs, pfdaos,pfdacs, pféfos and pféLcs) of X is
denoted by pfS0S(X), (resp.

pfSCS(X), pfSPOS(X), pfSPCS(X), pfSSOS(X), pf8SCS(X), pf6a0S(X), pfSaCS(X),
pfSBOS(X) and pfSBCS(X)).

Definition 3.3 Let (X,t) bean pfts and A = {< a,A4(a), us(a) > |a € X} be an pfsin X.
Then the pfé-pre (resp. pfd-semi, pféa and pfdp)-interior and the pfé-pre (resp. pfd-
semi, pféa and pféf)-closure of A are denoted by pfdPint(A) (resp. pfdsSint(A),
pféaint(A) and pfépint(A)) and the pfdPcl(A) (resp. pféScl(A),pfdacl(A) and
pféBcl(A) and are defined as follows:

pfoPint(A) (resp. pfoSint(A), pféaint(A) and pféfint(A) =U {G|G in a pfdPos (resp.
pféSos,pféaos and pféfos) and G € A}

and pfdPcl(A) (resp. pfoScl(A), pféacl(A) and pfSBcl(A) =N {K|K is an pfSPcs (resp.
pféScs,pfdacs, pféfcs)and A € K}.

Definition 3.4 Let (X,Ip) be a pfts and let A be a pfs in pfts. Then the pf (resp. pfé,
pfoP,pféS,pféda and pfép) frontier of A is denoted by pfFr(A) (resp. pféFr(A),
pfO6PFr(A), pf6SFr(A), pféaFr(A) and pfSBFr(A) ) and is defined by pfFr(A) =
pfcl(A) npfcl(A°) (resp. pfS6Fr(A) = pfdcl(A) N pfécl(A°), pféPFr(A) =
pfOPcl(A) N pfSPcl(AS), pfOSFr(A) = pfoScl(A) N pfoScl(A°), pféaFr(4A) =
pféacl(A) Nnpfdacl(A€) and pfSBFr(A) = pfSBcl(A) N pfSBcl(A9)).
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Example 3.1 Let X = {x;,x,}and the pfs’s A;, A, A5 and A are defined as

Ha, () = 0.5, VAl(a) = 0.6, #Al(b) = 03,74, (b) = 0.4; Ha, (a) = 0.6, Ya, (@)
= 0.5, 4, (b) = 04,¥4,(b) = 0.3; 1,(@) = 0.5,%4,(@) = 0.7, ptn, (b)
=0.2,y4,(b) = 0.9;u4(a) = 0.6,y4(a) = 0.5, u4(b) = 0.4,y,(b) = 0.3.

We have t = {0y, 1x,4;,4,,A3} be apfts on X. Then
1. pfFr(A) = pfdSFr(A) = pféPFr(A) = pféaFr(A) = pféBFr(A) = A°.
2. pfoFr(A) = AS.

Remark 3.1 Let (X,I) be a pfts. Let A be a pfs in (X,Ip), pfFr(A) (resp. pfoFr(A),
pfoPFr(A), pfdSFr(A), pféaFr(A) and pfS6BFr(A)) is pfcs (resp. pfécs, pfdPcs,
pféScs, pfdacs and pféLcs).

Theorem 3.1 Let (X,Ip) be apfts. Let Abeapfssin (X, Ip), then the following conditions
are true.

pfFr(A) = pfFr(A°).
pfOFr(A) = pfSFr(A°).
pfOPFr(A) = pfSPFr(A°).
pfOSFr(A) = pfoSFr(A°).
pféaFr(A) = pféaFr(A°).
6. pfOBFr(A) = pfSBFr(A°).

Proof. (i) Let A be a pfs in (X,Ip). Then by Definition 3.4, pfFr(A) = pfcl(A) n
pfcl(AC) = pfcl(A°) Nnpfcl(A) = pfcl(A°) N (pfcl(A9)C). Again by Definition 3.4, this
is equal to pfFr(A°). Hence pfFr(A) = pfFr(A°).

(i) Let A be a pfs in (X,Ip). Then by Definition 3.4, pféFr(A) = pfécl(A) n
pfocl(A®) = pfdcl(A°) N pfdcl(A) = pfocl(A°) N (pfocl(A9)C). Again by Definition
3.4, this is equal to pf&Fr(A°). Hence pféFr(A) = pfSFr(A€). The proof of other cases
are similar.

o &~ 0w Do

Theorem 3.2 Let (X,7) be an pfts and let A and B be Pythagorean fuzzy sets. Then the
following hold. [(i)]

1. pféint(¢p) = ¢ and pfdint(X) = X.

2. Aisapféos iff A =pfdint(A).

3. pfdint(A) is the greatest pfSos containing A.
4. pféint(pfdint(A)) = pféint(A).

5. A < B implies that pfdint(A) < pfdint(B).
6. pféint(A N B) = pfdint(A) N pfdint(B).
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7. pféint(A U B) 2 pfdint(A) U pfdint(B).

8. pfédint(A) C A.

9. (X —pféint(A)) = pfécl(X — A).

10. pfédint(A) is the greatest pfSos contained in A.

Theorem 3.3 Let (X,7) be an pfts and let A and B be Pythagorean fuzzy sets. Then the
following hold. [(i)]

1. pfécl(¢p) = pand pfécl(X) = X.
Aisanpfécs iff A = pfécl(A).

pfécl(A) is the smallest pfdcs contained in A.
pfécl(pfdcl(A)) = pfdcl(A).

A < B impliesthat pfécl(A) € pfécl(B).
pfécl(ANB) € pfécl(A) Nnpfdcl(B).
pfécl(AU B) = pfécl(A) Upfdcl(B).

A C pfdcl(A).

(X —pfécl(4)) = pfdint(X — A).

10. x € pfécl(A) iff An B + ¢ for every pfSos B containing x.
11. pfécl(A) = Aiff Aisapfdcs.

Theorem 3.4 Let (X,Ip) beapfts. Let A be apfsin (X, Ip). Then the following statements
are true.

1. pfFr(A) = pfcl(A) — pfint(4).

2. pféFr(A) = pfécl(A) — pfédint(A).

3. pfoPFr(A) = pféPcl(A) — pfoPint(A).
4

5

© © N o g B~ DN

. pfoSFr(A) = pfoéScl(A) — pféSint(4).
. pféaFr(A) = pfdacl(A) — pfdaint(4).

6. pfOBFr(A) = pféBcl(A) — pfofint(A).

Proof. (i) Let A be a pfs in (X, Ip). By Theorem 3.3 (ix), (pfcl(A))¢ = pfint(A) and by
Definition 3.4, pfFr(A) = pfcl(A) n (pfcl(A)) = pfcl(A) n (pfint(A°))C. By using
A—B=AnB¢  pfFr(A) =pfcl(A) —pfint(A). Hence pfFr(A) =pfcl(A) —
pfint(A).

(ii) Let A be a pfs in (X,Ip). By Theorem 3.3 (ix), (pfdcl(A°))¢ = pfédint(A) and by
Definition 3.4, pféFr(A) = pfécl(A) N (pfocl(A°)) = pfécl(A) N (pfS int(A€))C. By
usingg A—B =ANB° pféFr(A) =pfdcl(A) —pfdint(A). Hence pféFr(A) =
pfécl(A) — pféint(A). The proof of others are similar.
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Theorem 3.5 Let (X,I») be a pfts. Let A be a pfs in (X,Ip) is pfcs (resp. pfdcs,
pféPcs, pféScs, pféacs and pféBcs) iff pfFr(A) € A (resp. pfdFr(A) c A,
pfOPFr(A) € A, pféSFr(A) € A, pféaFr(A) € Aand pféfFr(A) c A).

Proof. Let A be a pfdcs in (X,Ip). Then by Definition 3.4, pfdFr(A) = pfécl(A) N
pfécl(A°) € pfdcl(A). By using Theorem 3.3 (ix), pfécl(A) = A. Hence pfSFr(A) < A,
if AispfdcsinX.

Conversely, Assume that, pféFr(A) € A. Then pfécl(A) —pféint(4) € A. Since
pféint(A) < A, we conclude that pfécl(A) = A and hence A is pfécs.

The proof of the others are similar.

Theorem 3.6 Let (X,Ip) be apfts. Let Abeapfsin (X,Ip).If Aisapfos (resp. pféos,
pfdPos, pféSos, pfdaos and pfdBos) in X, then pfFr(A) < A¢ (resp. pfSFr(A) € AS,
pfOPFr(A) <€ AC, pfdSFr(A) < AC, pfdaFr(A) € A¢ and pfSLFr(A) < A°).

Proof. Let A be a pféos in (X, Ip). By Definition 3.2, A€ is pfdcs in X. By Theorem 3.5,
pfOFr(A€) € A€ and by Theorem 3.5, we get pfSFr(A) < AC.

The proof of the others are similar.

Theorem 3.7 Let (X,Ip) beapfts. Let Aand B beapfs’sin (X,[p). LetA S B and B be a
pfcs (resp. pfdécs, pfdPcs, pféScs, pféacs and pféfcs) in X. Then pfFr(A) € B (resp.
pfé6Fr(A) € B, pféPFr(A) € B, pféSFr(A) € B, pféaFr(A) € B and pféBFr(A) <
B).

Proof. By Theorem 3.3 (v), A € B, pfécl(A) < pfdcl(B). By Definition 3.4, pf6Fr(A) =
pfocl(A) N pfocl(A€) € pfdcl(B) Npfcl(A) < pfécl(B). Then by Theorem 3.3 (ix),
this is equal to B. Hence pf§Fr(A) < B.

The proof of the others are similar.

Theorem 3.8 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip). Then (pfFr( A))° =
pfint(A) U pfint(A°) (resp. (pfoFr(A))° = pféint(A) U pfsint(A°), (pf6PFr(A))° =
pfoPint(A) U pfoPint(A°), (pfdSFr(A))° = pféSint(A) U pféSint(A°),
(pfoaFr(A))¢ = pféaint(A) Upfdaint(A°)  and (pfSBFr(A))¢ = pfépint(A) U
pfoBint(A©)).

Proof. Let A be a pfs in (X,Ip). Then by Definition 3.4, (pfdFr(A)) = (pfdcl(A) n
pfOcl(A9))¢ = ((pfdcl(A))€ U (pfdcl(A€))E. By Theorem 3.3 (ix), which is equal to
pféint(A€) U pféint(A). Hence (pfSFr(A))¢ = pfdint(A) U pfdint(A°).

The proof of the others are similar.

Proposition 3.1 Let (X,Ip) beapfts. Let Abeapfsin (X,Ip), then [(i)]
1. pféint(A) € pfint(A)
2. pféint(A) € pféSint(A) € pfépint(A)
3. pfédint(A) € pfoPint(A) € pféfint(A)

4. pféaint(A) € pféSint(A) € pfofint(A)
Nanotechnology Perceptions Vol. 20 No. S14 (2024)
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5. pféaint(A) € pféPint(A) S pfépint(A)

6. pfécl(A) 2 pfcl(A)

7. pfécl(A) 2 pféScl(A) 2 pféficl(4)

8. pfécl(A) 2 pféPcl(A) 2 pféficl(4)

9. pféacl(A) 2 pféScl(A) 2 pféLcl(A)

10. pféacl(A) 2 pfoPcl(A) 2 pfdpcl(A).
Theorem 3.9 Let (X,Ip) be apfts. Let Abe apfsin (X,Ip), then pfFr(A) € pfdFr(A4)
(resp. pfOPFr(A) € pféFr(A), pfoSFr(A) € pféFr(A), pfdaFr(A) < pféFr(A),

pfO6BFr(A) € pfFr(A), pfdSFr(A) € pféBFr(A), pféaFr(A) € pféSFr(A) and
pféaFr(A) € pféPFr(4)).

Proof. Let A be a pfs in (X,Ip). Then by Proposition 3.1, pfcl(A) € pfécl(A) and
pfcl(A€) 2 pfécl(A®). By Definition 3.4, pféFr(A) =pfdcl(A) Nnpfdcl(A°) =2
pfcl(A) npfcl(A°), this is equal to pfFr(A). Hence pfFr(A) < pfSFr(A). The proof of
other cases are similar.

Theorem 3.10 Let (X,I») be a pfts. Let A be a pfs in (X,Ip), then pfcl(pfFr(A)) <

pfFr(A) (resp. pfécl(pfdFr(A)) < pfoFr(A), pfoPcl(pfoPFr(A)) S pféPFr(A),
pfoScl(pfoSFr(A)) € pfdSFr(A), pféacl(pfdaFr(A)) € pféaFr(A) and

pféBcl(pféBFr(A)) € pfSBFr(A)).
Proof. Let A be a pfs in (X,Ip). Then by Definition 3.4, pfécl(pfdFr(A)) =

pfécl(pfécl(A) n (pfocl(A9))) € (pfécl(pfocl(A))) N (pfcl(pfocl(A©))). By
Theorem 3.3 (iv), pfécl(pfoFr(A)) = pfécl(A) N (pfécl(A°)). By Definition 3.4, this is
equal to pfS6Fr(A).

The proof of the others are similar.

Theorem 3.11 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip), then pfFr(pfint(4)) <
pfFr(A) (resp. pfoFr(pféint(A)) S pf6Fr(A), pfOoPFr(pfoPint(A)) < pfoPFr(A),
pfoSFr(pféSint(A)) € pféSFr(A), pféaFr(pféaint(A)) € pfdaFr(A) and
pfBFr(pfopint(A)) € pfSBFr(A)).

Proof. Let Abeapfsin (X,Ip). Then

pféFr(pféint(A)) = pfocl(pfint(4)) N
(pfocl(pfdint(A)))[byDefinition3.4]

= pfécl(pfdint(A)) N (pfécl(pfdcl(A€)))[byTheorem3.43.2(ix)]
= pfécl(pfdint(A)) N (pfocl(A°))[byTheorem3.43.23.3(iv)]
C pfécl(A) Npfdcl(A)[byTheorem3.43.23.33.2(viii)]
= pféFr(A)[byDefinition3.43.23.33.23.4].
Hence pféFr(pfdint(A)) € (pfoFr(4)).

The proof of the others are similar.
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Theorem 3.12 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip), then pfFr(pfcl(A)) <

pfFr(A) (resp. pfSéFr(pfécl(A)) < pfdFr(A4), pfoPFr(pfoPcl(A)) € pféPFr(4),
pfoSFr(pfdScl(A)) € pfdSFr(A), pféaFr(pféacl(A)) € pféaFr(A) and

pf6BFr(pfépcl(A)) < pfSpFr(A)).
Proof. Let Abe apfsin (X,Ip). Then

pfoFr(pfécl(A)) = pfocl(pfdcl(A)) N
(pfécl(pfécl(A))S)[byDefinition3.4]

=pfécl(A) N (pfdcl(pfdint(A°)))[byTheorems3.43.3(iv)]
[and3.43.33.2(v)&(ix)]
C pfécl(A) Npfdcl(A)[byTheorem3.43.33.23.3(viii)]
= pfSFr(A)[byDefinition3.43.33.23.33.4]
Hence pféFr(pfécl(A)) € pfSFr(A).
The proof of the others are similar.

Theorem 3.13 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip). Then pfint(4) € A —
pfFr(4) (resp. pféint(A) € A —pfSFr(4), pféPint(A) € A — pfOdPFr(A),
pféSint(A) € A —pf6SFr(A), pféaint(A) € A —pféaFr(A) and pféfint(A) € A —
pféBFr(A)).
Proof. Let A be a pfs in (X, Ip). Now by Definition 3.4,

A—pfdFr(A) = An (pfSFr(A))°¢

= AN [pfécl(A) Npfécl(A9)]¢

= AN [pfdint(A°) U pfdint(A)]

=[ANpfdint(A°)] U [A Nnpfdint(A)]

= [ANpfdint(A°)] U pfdint(A) 2 pfdint(A)
Hence pfdint(A) € A — pféFr(A4).
The proof of the others are similar.

Remark 3.2 Let (X,Ip) be apfts. Let A be a pfs in (X, Ip). Then the following conditions
are hold:

1. pfFr(A) npfint(A) = 0p (resp. pfoFr(A) npfdint(A) = 0p, pfOPFr(A)n
pfoPint(A) = 0p, pféSFr(A) N pfdSint(A) = 0p, pféaFr(A) Nnpfdaint(A) = 0, and
pféBFr(A) N pfépint(A) = 0p),

2. pfint(A) UpfFr(A) = pfcl(A) (resp. pfdint(A) UpfSFr(A) = pfdcl(A),
pfOPint(A) U pfoéPFr(A) = pfdPcl(A), pfOPint(A) UpfoPFr(A) = pfoPcl(4),
pfoSint(A) U pfdSFr(A) = pféScl(A), pféaint(A) UpfdaFr(A) = pfdacl(4) and
pfépint(A) U pf6BFr(A) = pfépcl(4)),
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3. pfint(A) U pfint(A°) UpfFr(A) =1p (resp. pfdint(A) Upfdint(A°) U
pféFr(A) = 1p, pféPint(A) U pfSPint(A°) U pfSPFr(A) = 1p, pféSint(A) U
pfoSint(A) UpfSSFr(A) = 1p, pféaint(A) U pféaint(A°) U pfdaFr(A) =1p and
pfoBint(A) U pfopint(A°) U pfSBFr(A) = 1p).

Theorem 3.14 Let (X,Ip) be a pfts. Let A and B be a pfs’sin (X,Ip). Then pfFr(A U
B) S pfFr(A) UpfFr(B) (resp. pf6Fr(AUB) € pfdFr(A) UpfSéFr(B), pfoPFr(AuU
B) C pféPFr(A) UpfdPFr(B), pf6SFr(AUB) C pfdSFr(A) UpfdSFr(B),
pféaFr(AUB) € pféaFr(A) UpféaFr(B) and pf3BFr(AUB) S pféBFr(A) U
pféBFr(B)).
Proof. Let A and B be a pfs’sin (X, Ip). Then
pfOFr(AVUB) = pfdcl(AU B) N pfdcl(A U B)¢[byDefinition3.4]
=pfécl(AVUB) Npfécl(A° N B)

€ (pfécl(A) U pfocl(B) N ((pfocl(A%))) N
(pfocl(BC))[byTheorem3.43.3(vii)&(ix)]

= [(pfécl(A) U (pfcl(B)) N (pfEcl(A)N] N [(pfScl(A) v
(pfécl(B)) N (pf6cl(B)))]

= [(pf8cl(A) N pfocl(A9)) U ((pfScl(B) N (pfScl(A))))] N
[(pfScl(A) N (pfScl(B€)))

U ((pfécl(B) N (pfocl(B)))]

= [pfoFr(A) U (pfcl(B)) N (pfocl(A°))] N [(pfécl(A) N
(pfdcl(B©))) L (pf6Fr(B))]

[byDefinition3.43.33.4]

= (pf6Fr(A) U pféFr(B)) N [(pfécl(B) N (pfScl(A%))) U
((pf8cl(A) N pfocl(B)))]

C pf6Fr(A) UpfdFr(B).
Hence, pfdFr(AU B) C pfé6Fr(A) U pféFr(B).
The proof of the others are similar.
Theorem 3.15 Let (X,Ip) be a pfts. Let A and B be a pfs’s in (X,Ip), then pfFr(An

B) c (pfFr(4) n (pfcl(B))) U (pfFr(B) N pfcl(A)) (resp. pféFr(ANB) <
(pfSFr(A) N (pfScl(B))) U (pfSFr(B) N NScl(A)), pfSPFr(AnB) C (pf6PFr(A)n
(pfSPcl(B))) U (pfSPFr(B) n N6Pcl(A)), pfSSFr(AN B) € (pfSSFr(A) n
(pf8Scl(B))) U (pf8SFr(B) N N8Scl(A)), pfSaFr(ANn B)  (pféaFr(4) N

(pféacl(B))) U (pfdaFr(B) N Ndacl(A)) and pféBFr(AnB) € (pféBFr(4) n
(pf6Bcl(B))) U (pfSBFr(B) N NSBcl(A))).

Proof. Let A and B be a pfs’sin (X, Ip). Then
pfoFr(ANB) =pfdcl(ANn B) N (pfdcl(A N B))[byDefinition3.4]

Nanotechnology Perceptions Vol. 20 No. S14 (2024)



1627 A. Vadivel et al. New Operators Using Pythagorean....

= pfScl(AN B) N (pfScl(A° U BS))

C (pfécl(A) npfdcl(B)) N (pfécl(A°) U
pfécl(B€))[byTheorem3.43.3(vii)&(ix)]

= [(pfcl(A) N pfocl(B)) N pfEcl(A)] U [(pfocl(A) N pfécl(B)) N
pfocl(B9)]

= (pfoFr(A) npfécl(B)) U (pféFr(B) N
pfécl(A))[byDefinition3.43.33.4].

Hence pf6Fr(ANn B) < ((pf6Fr(A) n (pfdcl(B))) U (pfSFr(B) n (pfécl(A)))).
The proof of the others are similar.

Corollary 3.1 Let (X,Ip) be a pfts. Let A and B be a pfs’s in (X,Ip), then pfFr(An
B) S pfFr(A) UpfFr(B) (resp. pf6Fr(ANB) € pfdFr(A) UpfSFr(B), pfoPFr(An
B) € pfSéPFr(A) UpfSPFr(B), pf6SFr(ANB) C pfdSFr(A) UpfdSFr(B),
pféaFr(ANB) S pféaFr(A) UpféaFr(B) and pf3BFr(ANB) S pféBFr(A) U
pféBFr(B)).
Proof. Let A and B be a pfs’sin (X, Ip). Then
pféFr(ANnB) =pfdcl(An B) N (pfdcl(A N B))[byDefinition3.4]
=pfécl(An B) N (pfécl(A° U B°)

C (pfdcl(A) Npfécl(B)) N (pfdcl(A°) U
pfécl(B€))[byTheorem3.43.3(vii)&(ix)]

= (pf6cl(A) Npfocl(B)) N (pfScl(A) U (pfocl(A) npfécl(B)) N
(pfocl(B)))

= (pfoFr(A) Nnpfécl(B)) U (pfécl(A) n
pféFr(B))[byDefinition3.43.33.4]

C pfSFr(A) U (pfSFr(B).
Hence pf6Fr(AN B) € pfdFr(A) U pfdFr(B).
The proof of the others are similar.
Theorem 3.16 Let (X,Ip) beapfts. LetAbeapfsin (X,Ip),
1.
(@) pfFr(pfFr(A)) < pfFr(A),
(b) pfFr(pfFr(pfFr(A))) € pfFr(pfFr(4)).
2.
(8) pfoFr(pfoFr(A)) S pfoFr(A),

(b) pf6Fr(pf6Fr(pfoFr(A))) € pféFr(pf6Fr(A)).
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3.

@) pfoSFr(pfoSFr(A)) < pfoSFr(A),

(b) pfOSFr(pféSEr(pfdSFr(A))) € pféSFEr(pfdSFr(A)).
4.

@) pfOPFr(pféPFr(A)) € pféPFr(A),

(b) pfSPFEr(pfOdPFr(pfoéPFr(A))) € pfoPFr(pféPFr(4)).
5.

(@) pféaFr(pfdaFr(A)) € pféaFr(A),

(b) pféaFr(pféaFr(pféaFr(A))) € pféaFr(pfdaFr(A)).
6.

(8) pfSBFr(pf6pFr(A)) € pfoBFr(A),

(b) pfSBFr(pfoBFr(pfoBFr(A))) © pfSBFr(pfSBFr(A)).

Proof. (ii) (a) Let Abe apfs in (X,Ip). Then

pfOFr(N6Fr(A)) = Nocl(pféFr(4A)) n
Nécl(pfS6Fr(A)°)[byDefinition3.4]

= Nécl(pfocl(A) n (pfScl(A9)) N (pfocl(pfocl(A)) N (pfcl(A9))9))
[byDefinition3.43.4]

€ (pfScl(pfécl(A)) N (pfScl(pfScl(A9))) N (pfScl(pfdint(A9))) U
(pfdint(4)))

[byTheorem3.43.43.3(iv)&(ix)]
= (pfocl(A) n (pfécl(A9)) N (pfécl(pfdint(A) U pfdint(A4))))
[byTheorem3.43.43.33.3(iv)]
C pfécl(A) Npfécl(A°)
= pfSFr(A)[byDefinition3.43.43.33.33.4].
Therefore pfSFr(pfdFr(A)) € pfdFr(4).
(b) Again, pfSFr(pfSFr(pfoFr(A))) S pféFr(pfdFr(A)).
The proof of the others are similar.

4 Pythagorean fuzzy border and exterior

In this section, the Pythagorean fuzzy (resp. §, 6P, 8S, da and §B) border, Pythagorean
fuzzy (resp. 6, 6P, S, Sa and §B) exterior using Pythagorean fuzzy (resp. &8, 6P, 88, da
and §p) open sets are introduced and discussed their properties in pfts.
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Definition 4.1 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip). The Pythagorean fuzzy
(resp. 8, 8P, 68, da and 6B) border of A (briefly, pfBr(A) (resp. pf6Br(A), pfSPBr(A),
pfé6SBr(A), pfdaBr(A) and pfSSBr(A))) is defined by pfBr(A) = AN pfint(A) (resp.
pféBr(A) = AN pfdint(A), pfoPBr(A) = AN pféPint(A4), pf6SBr(A) =An
pféSint(A), pféaBr(A) = AN pféaint(A) and pf6BBr(A) = A N pféLint(4)).
Example 4.1 In Example 3.1, the pfs A is defined as

ta(a) = 0.6,y4(a) = 0.5,u4(b) = 0.4,y,(b) = 0.3.

Then pfBr(A) = pféBr(A) = pféSBr(A) = pféPBr(A) = pféaBr(4) =
pféBBr(A) = AC.
Theorem 4.1 Let (X,Ip) be a pfts. Let A be apfs in (X,Ip). If Ais pfcs (resp. pfécs,
pféPcs, pféScs, pfdacs and pféfcs), then pfBr(A) = pfFr(A) (resp. pféBr(A) =
pfoFr(A), pféPBr(A) =pféPFr(A), pfdSBr(A)=pféSFr(4), pféaBr(A) =
pféaFr(A) and pfSBBr(A) = pfSéLFr(4)).

Proof. Let A be a pfdcs of X. Then by Theorem 3.3 (ix), pfécl(A) = A. Now,
pfOFr(A) = pfécl(A) — pféint(A) = A — pfdint(A) = pfdBr(A).
The proof of the others are similar.

Theorem 4.2 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip), then A = pfint(A) U
pfBr(A) (resp. A =pfdint(A) UpféBr(A), A =pfdPint(A)UpféPBr(A), A=
pféSint(A) U pfdSBr(A), A =pféaint(A) U pfdaBr(A), A =pféBint(A) U
pféBBr(A4)).

Proof. Let xqp,) €EA. If xp,y) €pféint(A), then the result is obvious. If
X(apy) € PfOint(A), then by the definition of pféBr(A),x(ap,) € pf6Br(A). Hence
X(a,py) € PfOint(A) UpfSBr(A) and so A € pféint(A) U pfSBr(A). On the other hand,
since pféint(A) € Aand pféBr(A) € A, we have pfdint(A) U pfSBr(A) < A.

The proof of the others are similar

Theorem 4.3 Let (X,Ip) be apfts. Let A be apfs in (X,Ip), then pfint(A) N pfBr(A) =
0p (resp. pféint(A) N pféBr(A) = 0p, pfoPint(A) N pfSPBr(A) = 0p, pféSint(4A) N
pfoSBr(A) = 0p, pféaint(A) N pféaBr(A) = 0p and pféBint(A) N pfSLBr(A) = 0p).

Proof. Suppose pfdint(A) NpféBr(A) # 0p. Let xp,) € pféint(A) N pféBr(A).
Then x4 p,) € pféint(A) and x, p,) € pf6Br(A). Since pféBr(A) = A — pféint(A),
then x(q5,) € A. BUt x(4p,) € DfSint(A), xp,) € A. There is a contradiction. Hence
pféint(A) N pféBr(A) = 0p.

The proof of the others are similar

Theorem 4.4 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip), then A is a pfos (resp.
pféos, pféPos, pfdSos, pfdaos and pféfos) iff pfBr(A) = 0p (resp. pféBr(A) = 0p,
pf6PBr(A) = 0p, pfdSBr(A) = 0p, pféaBr(A) = 0p and pfSBBr(A) = 0p).
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Proof. Necessity: Suppose A is pféos. Then by Theorem 3.2 (x), pfédint(A) = A. Now,
pféBr(A) = A —pféint(A) =A— A = 0p.

Sufficiency: Suppose pfdBr(A) = 0p. This implies, A — pfdint(A) = 0p. Therefore A =
pféint(A) and hence A is pféos.
The proof of the others are similar.

Corollary 4.1 Let (X,Ip) be a pfts, pfBr(0p) =0, and pfBr(1lp) =0p (resp.
Proof. Since 0p and 1, are pfdos, by Theorem 4.4, pf6Br(0p) = 0p and pfSBr( 1p) =

0p.

The proof of the others are similar.

Theorem 4.5 Let (X,Ip) be apfts. Let A be apfsin (X,Ip), then pfBr(pf int(A)) = 0p
(resp. pfdBr(pfdint(A)) = 0p, pféPBr(pfoPint(A)) = 0p, pfOSBr(pfdsint(A)) =
0p, pféaBr(pfdaint(A)) = 0p and pfSBBr(pféLint(A)) = 0p ).

Proof. By the Definition 4.1, pféBr(pfdint(A)) = pfdint(A) — pfSint(pfdint(A)). By
Theorem 3.2 (iv), pf dint(pfdint(A)) = pfdint(A) and hence pf§Br(pfdint(A)) = Op.
The proof of the others are similar
Theorem 4.6 Let (X,Ip) be a pfts. Let A be a pfs in (X, ), then pfint(pfBr(4)) = 0p
(resp. pfdint(pféBr(A)) = 0p, pfoPint(pfOoPBr(A)) = 0p, pfiSint(pféSBr(A)) =
0p, pféaint(pféaBr(A)) = 0p and pféBint(pfSLBr(A)) = 0p).

Proof. Let x(p,) € pféint(pféBr(A)). Since pféBr(A) € A, by Theorem 3.2 (i),
pféint(pféBr( A)) < pféint(A). Hence xp,) € pféint(A). Since pfdint(pféBr(
A)) S pféBr(A), x(ap,y) € PfOBr(A). Therefore X(a,py) € PfOint(A) N
pfoBr(A), X(apy) = Op.

The proof of the others are similar.

Theorem 4.7 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip), then pfBr(pfBr(A)) =

pfBr(A) (resp. pfodBr (pféBr(A)) = pfdBr(A), pf6PBr(pféPBr(A)) = pféPBr(A),
pf8SBr(pféSBr(A)) = pfdSBr(A), pfdéaBr(pféa  Br(A)) =pféaBr(4) and

pfSBBr(pfspBr(A)) = pfSpBr(A)).

Proof. By the Definition 4.1, pféBr(pféBr(A)) = pféBr(A) — pfSint(pféBr(A)). By
Theorem 4.6 pfdint(pf6Br(A)) = 0p and hence pféBr(pf6Br(A)) = pf6Br(A).

The proof of the others are similar.

Theorem 4.8 Let (X,Ip) be apftsand A be apfsin (X, Ip). Then the following statements
are equivalent.

1. Aispfos (resp. pféos, pféPos, pféSos, pfdaos and pfdBos);

2. A=pfint(A) (resp. A =pféint(4), A =pféPint(A), A =pféSint(4), A =
pféaint(A) and A = pféBint(A));
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3. pfBr(A) =0p (resp. pféBr(A) =0p, pféPBr(A) =0p, pféSBr(A) = 0p,
pféaBr(A) = 0p and pfSLBr(A) = 0p).

Proof. (i) — (ii): Obvious from Theorem ??.
(it) — (iii): Suppose that A = pfdint(A). Then by Definition, pfdBr(A) = pfdint(A) —
pféint(A) = 0p.
(iii) = (i): Let pfdBr(A) = 0p. Then by Definition 4.1, A — pféint(A) = 0p and hence
A = pféint(4).

The proof of the others are similar

Theorem 4.9 Let (X,Ip) be a pfts and A be a pfs in (X,Ip). Then, pfBr(A) =AnN
pfcl(A°) (resp. pfoBr(A) = AN pfdcl(A°), pfOPBr(A) = AN pfSPcl(AC),
pfOSBr(A) = ANpfdScl(A€), pféaBr(A) = Anpfdacl(A€) and pfSEBr(A) =AnN
pfEBcl(A%)).

Proof. Since pféBr(A) = A—pfdint(A) and by Theorem ??, pféBr(A) =A—
(pfOcl(A))C = AN (pfScl(A9)C) = AN pfScl(AC).
The proof of the others are similar

Theorem 4.10 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip), then pfBr(A) < pfFr(A)
(resp. pfdBr(A) € pféFr(A), pfoPBr(A) € pféPFr(A), pféSBr(A) € pfdSFr(A),
pféaBr(A) € pféaFr(A) and pf68Br(A) € pfSBFEr(A)).

Proof. Since A S pfécl(A), A—pféint(A) € pfécl(A) —pfdint(A). That implies,
pféBr(A) € pfdFr(A).

The proof of the others are similar.

Definition 4.2 Let (X,Ip) beapftsand A be apfs in (X, Ip). The Pythagorean fuzzy (resp.
8, 6P, 68, da and &B) interior of A€ is called the Pythagorean fuzzy (resp. &, 8P, S, da
and &) exterior of A and it is denoted by pfExt(A) (resp. pfSExt(A), pfSPExt(A),
pfOSExt(A), pféaExt(A) and pfSBExt(A)). That is, pfExt(A) = pfint(A°) (resp.
pfOExt(A) = pfdint(A°), pfOPExt(A) = pfoPint(A€), pfSSExt(A) = pfiSint(A©),
pféaExt(A) = pféaint(A€) and pfSBExt(A) = pfdBint(A°)).

Example 4.2 In Example 3.1, the pfs A is defined as

Uag(a) = 0.6,y4(a) = 0.5,u,(b) = 0.4,y4(b) = 0.3.

Then PfExt(A) = pfSExt(A) = pfSSExt(A) = pfOPExt(A) = pfSaExt(A) =
pfOBExt(A) = A4.
Theorem 4.11 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip), then pfExt( A) =
(pfcl(A)  (resp.  pfoExt(A) = (pfocl(A)),  pfOPExt(A) = (pféPcl(A))",
pfOSExt(A) = (pfoScl(A))¢, pfdaExt(A) = (pfdacl(A))¢ and pfSBExt(A) =
(pfEBcl(A))°).

Proof. We know that, 1, — pfdcl(A) = pfdint(A°), then pfSExt(A) = pfdint(A°) =
(pfécl(A))°.
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The proof of the others are similar.

Theorem 4.12 Let (X,Ip) be a pfts. Let A be a pfs in (X,Ip), then pfExt(pf Ext(A)) =
pfint(pfcl(A)) 2 pfint(4) (resp. pfOExt(pfdExt(A)) = pfdint(pfécl(4)) =2

pféint(A), pfOPExt(pfoSPExt(A)) = pféPint(pfSPcl(A)) 2 pféP int(A),
pfOSExt(pfOdSExt(A)) = pféSint(pfdScl(A)) 2 pfdSint(A),
pféaExt(pféaExt(A)) = pféaint(pfdacl(A)) 2 pféaint(A) and
pfOBExt(pfSBExt(A)) = pfoBint(pfSBcl(A)) 2 pfopint(A)).

Proof. Now, PfOExt(pfSExt(A)) = pfSExt(pfdint(A°)) =

pféint((pfdint(A°))°) = pfdint(pf 6cl(A)) 2 pfdint(A).
The proof of the others are similar.

Theorem 4.13 Let (X,I'p) be a pfts. Let A and B be a pfs’s in (X,I'p). If A € B, then
pfExt(B) € pfExt(A) (resp. pfOExt(B) € pfSExt(A), PfOPExt(B) C
PfOPExt(A), pfOéSExt(B) € pfdSExt(A), pfdaExt(B) < pféaExt(A) and
PfOBExt(B) € pfSLExt(A)).

Proof. Suppose A € B. Now, pfSExt(B) = pfdint(B¢) € pfdint(A€) = pfSExt(A).
The proof of the others are similar

Theorem 4.14 Let (X,I'p) be a pfts. Let A be a pfs in (X,I'p), then pfExt( 1p) = 0p
and pfExt(0p) = 1p (resp. pfSExt(1p) = 0p and pfSExt(0p) = 1p, pfOPExt(1p) =
Op and pfS?Ext(Op) = 1p, pf6SExt(1p) = OP and prSExt(OP) = 1p,
pféaExt(1p) =0p and pféaExt(0p)=1p and pféBExt(1p)=0p and
PfSBExt(0p) = 1p).

Proof. Now, pfSExt(1p) =pféint((1p)¢) =pféint(0p) and pfSExt(0p) =
pféint(( 0p)¢) = pfdint(1p). Since 0p and 1p are pfdoss, then pfdint(0p) = 0p and
pf6lnt(1p) = 1p. Hence pfé'Ext(Op) = 1p and pf8Ext(1p) = OP'

The proof of the others are similar

Theorem 4.15 Let (X,I'p) be a pfts. Let A be a pfs in (X,I'p), then pfExt( A) =
PfExt((pfExt(A))¢) (resp. pfOExt(A) = pfSExt((pfSExt(A))¢), pfOPExt(A) =

PfOPExt((pfSPExt(A))°), PfOSExt(A) = pfOSExt((pfOSExt (A)9),
pféaExt(A) = pféaExt((pféaExt(A))°) and pfOBExt(A) =
PfEBExt((pfOBExL(A)))).

Proof. Now, PfSExt((pfSExt(A))) = pfSExt((pféint(A°))C) =

pféint((((pfdint( A%))))) = pfoint(pféint(A®)) = pfoint(A°) = pfSExt(A).
The proof of the others are similar.

Theorem 4.16 Let (X,I'p) be a pfts. Let A be a pfs in (X,I'p). Then the followings
statements are true.

1. pfExt(A U B) < pfExt(A) n pfExt(B) (resp. pf8Ext(A U B) < pfSExt(A) N
pfSExt(B), pfSPExt(A U B) € pfSPExt(A) N pfoPExt(B), pf6SExt(AUB) €
pf8SExt(A) N pfSSExt(B), pféaExt(A U B) € pfdaExt(A) N pfdaExt(B) and pfSBExt(A U
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B) C pfSBExt(A) N pfSPExt(B)).

2. pfExt(A N B) 2 pfExt(A) U pfExt(B)  (resp. pfSExt(A N B) 2 pfSExt(A) U
pfOExt(B), pfOPExt(A N B) 2 pfdPExt(A) U pfo6PExt(B), pf6SExt(ANB) 2
pf6SExt(A) U pfoSExt(B), pféaExt(A N B) 2 pféaExt(A) U pféaExt(B) and pfSBExt(A N
B) 2 pf6BExt(A) U pfSBExt(B)).

Proof. (i)  pfSExt(A U B) = pf8int((A U B)®) = pf8int((A°) n (B)) < pfScl(A°) N
pfscl(B) = pfSExt(A) N pfSExt(B).

(if) pfSExt(A N B) = pf8int((A N B)¢) = pf8int((A°) U (B€)) 2 pfscl(A®) U pfdcl(B€) =
pfSExt(A) U pfSExt(B).

The proof of the others are similar.

5 Application

In a company, we have to make a decision for assigning a project to two employees among
here we have four employees in choice and each of their knowledge, skill, aptitude, soft skill
and management skills, data’s were collected and represented as a Pythagorean fuzzy sets.
Now our aim is to select a best pair to complete the project with best co-ordination and get
the best output. For that decision making we us similarity measure for Pythagorean fuzzy set
of employees. There are ‘n’ number of similarity measures available for Pythagorean fuzzy
sets and we choose Li et al. [20] similarity measure for our problem.

Table represents the Pythagorean fuzzy set of the four employees.

Knowledge Skill |Aptitude Soft skill Managing skill

< A(X), p(x) >

<AX), px) >

<AX), px) >

<AX), p(x) >

<AX), px) >

employee 1 < 0.4,0.6 > < 0.8,0.6 > <0.3,0.6 > < 04,09 > <05,0.7 >
employee 2 < 0.8,0.5 > <0.7,0.5 > <0.9,0.2 > <0.4,0.8> <0.6,03 >
employee 3 <0.7,0.6 > <0.8,0.5 > < 0.75,0.4 > <0.7,0.2 > <0.90.2>
employee 4 <0.9,0.3> <0.7,0.4 > <0.8,0.3 > < 0.8,0.01 > <0.5,0.6 >

The formula for Li et al. [20] similarity measure is,

SL(PyPy) = 1 j R

where, Ap_ (x;) is the degree of membership of x; in the pfs P;, V x; € U; pp, (x;) is the
degree of non-membership of x; in the pfs Py, x; € U; Ap, (;) is the degree of membership of
x; in the pfs P,, V x; € U; pp, (x;) is the degree of non-membership of x; in the pfs P,, V x; €
U, and Sy (P;, P,) is the Li et al [20] similarity measure between two Pythagorean fuzzy set P;
and P, on U, the universe of discourse.

Applying this similarity measure to the above problem we get the following results.
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S;, (employee 1, employee 2) =0.90
S;, (employee 1, employee 3) =0.93
St (employee 1, employee 4) = 0.78
St (employee 2, employee 3) =0.75
S;, (employee 2, employee 4) = 0.80
Si. (employee 3, employee 4) = 0.79.

From the above results we could make a decision that the employee 1 and employee 3 will
be best pair for assigning the project.

6 Conclusion

In this article, Pythagorean fuzzy & frontier, Pythagorean fuzzy & border and Pythagorean
fuzzy & exterior with the help of Pythagorean fuzzy 6-open sets in Pythagorean fuzzy
topological space are introduced and also specialized some of their basic properties with
examples. Finally, we just applied only one similarity measure in the decision making of
industry problem. In future we will employee some similarity measures for comparing or
decision making in the field of medical diagnosis and teaching learning process. We also
take into diverse fuzzy environment.
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