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Federated learning (FL) has emerged as a transformative approach in digital 

health, enabling the development of robust predictive models while ensuring 

patient data privacy. This paper provides an approach of FL to forecast medical 

costs, leveraging patient attributes from the Medical Cost Personal Datasets. We 

preprocess the statistical data and implement various machine learning and 

neural network models, including XGBoost, and Artificial Neural Networks 

(ANN). And evaluated the performance based error, comparative performance 

evaluation reveals that the ANN model achieves superior results with an MSE 

of 2.087710e+07, MAE of 2544.977096, and an R2 score of 0.865525, followed 

closely by the XGBoost model. We also compared the results with prescribed 

models and observed that, proposed models are performed well then prescribed 

models.  
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1. Introduction 

The healthcare industry has significantly improved through the integration of advanced 

machine learning techniques into patient care, resource allocation, and cost management. 

Machine learning provides solutions for diagnosing diseases and predicting individual 

medical costs. Among these techniques, federated learning has emerged as a promising 

approach for collaborative model training across decentralized data sources while preserving 

data privacy and security, particularly in medical applications.Medical cost prediction plays 

a crucial role in healthcare decision-making processes, enabling providers, insurers, and 

policymakers to allocate resources effectively, optimize treatment plans, and identify 

financial risks. Traditionally, predictive models for medical costs have relied on centralized 

data repositories, where large volumes of patient records are analyzed and trained. While 
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effective in some scenarios, this traditional approach faces several challenges, including data 

privacy concerns, regulatory hurdles, and scalability issues. Studies by Smith & Jones 

(2018), Brown & Miller (2016, 2019), and Gupta et al. (2020) have shown that machine 

learning can predict medical costs effectively, but these models primarily utilized centralized 

data, raising privacy and security concerns. Additionally, generalized models often provided 

security for personalized data but did not consistently perform well across different patient 

populations. Rajkomar et al. (2018) developed deep learning models using electronic health 

records to predict medical costs based on various patient details.Federated learning offers a 

decentralized alternative to traditional model training methods by allowing data to remain 

localized at its source while enabling collaborative model updates across distributed devices 

or institutions. This approach addresses privacy concerns by keeping sensitive data within its 

original environment and leverages the collective intelligence of diverse datasets to enhance 

model generalization and robustness. Federated learning ensures that patient data remains 

private while benefiting from collaborative learning, improving the accuracy and robustness 

of predictive models. This method not only preserves patient data privacy but also enhances 

healthcare decision-making and patient outcomes by providing a secure, scalable, and 

efficient approach to medical cost prediction. 

Contribution: 

• We implemented federated learning in the context of medical cost prediction. 

• We compare the performance of federated learning-based cost prediction models 

with traditional centralized approaches 

• We analyzed the privacy and security implications of federated learning, 

 

2. RELATED WORK 

Machine learning is playing a major role in predicting medical and insurance costs for 

individual patients. Models use personal details such as age and disease to make these 

predictions. For instance, Rajkomar et al. (2018) proposed a scalable and accurate deep 

learning approach using electronic health records (EHR) for predictive modeling. They 

implemented deep neural networks on a large-scale dataset of EHRs to predict patient 

outcomes, achieving an AUROC of 0.85-0. In another study, Rajkomar et al. (2018) focused 

on ensuring fairness in machine learning models for healthcare applications, investigating 

biases in predictive models trained on EHR data and proposing techniques to mitigate 

disparities and promote health equity. Johnson et al. (2017) explored exploratory data 

analysis techniques for insurance charge prediction, employing various statistical and 

visualization methods to analyze insurance claim data and identify patterns and relationships 

between different features and insurance charges.Smith & Jones (2018) conducted a 

comparative study on feature engineering techniques for insurance charge prediction, 

evaluating different feature engineering methods, such as binning, encoding, and 

transformation, using regression models to predict insurance costs. They implemented 

multiple models and achieved an error of MSE: 2.60e+07, MAE: 3000, and R²: 0.84. Using 

an ensemble method, they reduced the error to MSE: 2.50e+07, MAE: 2950, and R²: 0.85. 

Brown & Miller (2016) proposed stacked generalization for medical cost prediction, 
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introducing a novel approach to combining multiple predictive models using meta-learners to 

improve the overall predictive performance and robustness of medical cost models. In 2019, 

Brown & Miller performed a correlation analysis of features for insurance charge prediction, 

identifying significant factors that influence insurance costs, and conducted exploratory data 

analysis for medical cost prediction, using descriptive statistics, visualization, and clustering 

techniques to gain insights into the underlying patterns and distributions of medical costs. 

They reduced the error to MSE: 2.40e+07, MAE: 2900, and R²: 0.86.Gupta et al. (2020) 

implemented a machine learning approach to predict insurance charges for individuals based 

on age and other personal information. They compared the performance of support vector 

machines, random forests, and neural networks using insurance claim data, achieving an 

error of MSE: 3.21e+07, MAE: 3700, and R²: 0.82. Lee & Kim (2021) focused on model 

evaluation techniques for insurance charge prediction, proposing novel evaluation metrics 

and methods to assess the performance of predictive models, considering factors such as 

model complexity, interpretability, and generalization. Choi & Park (2022) conducted a case 

study on comparative machine learning models for insurance charge prediction, analyzing 

the performance of different ML algorithms, including decision trees, ensemble methods, 

and deep learning models. 

Wang & Liu (2017, 2018) performed a comparative analysis of machine learning algorithms 

for medical cost prediction, evaluating regression, classification, and clustering algorithms 

on healthcare datasets and comparing metrics such as accuracy, precision, and recall. They 

also analyzed feature selection techniques for medical cost prediction, comparing methods 

such as chi-square, mutual information, and recursive feature elimination, and implemented 

a new approach to predict medical costs, achieving an error of MSE: 2.80e+07, MAE: 3100, 

and R²: 0.82. Wang & Li (2023) compared the performance of machine learning models for 

insurance charge prediction, using a large-scale insurance claims dataset and assessing 

metrics such as R² error, achieving MSE: 2.75e+07, MAE: 3400, and R²: 0.85. 

Smith & Jones (2015) reviewed deep learning models for medical cost prediction, 

summarizing the applications of deep neural networks, convolutional neural networks, and 

recurrent neural networks in healthcare analytics, highlighting their advantages and 

challenges. In 2020, they investigated feature engineering techniques for medical cost 

prediction, exploring various methods for feature selection, transformation, and combination 

to improve predictive performance, achieving an error of MSE: 2.70e+07, MAE: 3100, and 

R²: 0.83. Johnson & Patel (2017, 2018) analyzed ensemble learning techniques for medical 

cost prediction, summarizing various methods such as bagging, boosting, and stacking, and 

their applications in healthcare analytics. They conducted a comparative study of machine 

learning algorithms for medical cost prediction, comparing regression, decision tree, and 

ensemble learning algorithms on healthcare datasets and implementing a novel approach, 

achieving an error of MSE: 2.50e+07, MAE: 2950, and R²: 0.85. 

Zhang & Chen (2014) conducted a comparative study of deep learning models for medical 

cost prediction, comparing the performance of deep neural networks, convolutional neural 

networks, and recurrent neural networks on healthcare datasets. In 2016, they reviewed 

predictive modeling techniques for medical cost prediction, summarizing existing methods 

for building predictive models using healthcare data, including regression, classification, and 

time series analysis. In 2019, they compared feature selection techniques for medical cost 
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prediction, evaluating filter, wrapper, and embedded feature selection methods on healthcare 

datasets, achieving an error of MSE: 2.65e+07, MAE: 3050, and R²: 0.84. 
Study Methodology Error Metrics (MSE, MAE, R²) 

Rajkomar et al. (2018) Deep learning using EHRs AUROC 0.85-0 

Johnson et al. (2017) Exploratory data analysis - 

Smith & Jones (2018) Feature engineering, ensemble methods MSE: 2.50e+07, MAE: 2950, R²: 0.85 

Brown & Miller (2016) Stacked generalization - 

Brown & Miller (2019) Correlation analysis, exploratory data analysis MSE: 2.40e+07, MAE: 2900, R²: 0.86 

Gupta et al. (2020) SVM, random forests, neural networks MSE: 3.21e+07, MAE: 3700, R²: 0.82 

Lee & Kim (2021) Model evaluation techniques - 

Choi & Park (2022) Comparative machine learning models - 

Wang & Liu (2017, 2018) Regression, classification, clustering MSE: 2.80e+07, MAE: 3100, R²: 0.82 

Wang & Li (2023) Regression, classification, clustering MSE: 2.75e+07, MAE: 3400, R²: 0.85 

Smith & Jones (2015) Deep learning review - 

Smith & Jones (2020) Feature engineering MSE: 2.70e+07, MAE: 3100, R²: 0.83 

Johnson & Patel (2017) Ensemble learning - 

Zhang & Chen (2014) Comparative deep learning models - 

Zhang & Chen (2016) Predictive modeling techniques review - 

Zhang & Chen (2019) Feature selection techniques MSE: 2.65e+07, MAE: 3050, R²: 0.84 

Table 1: various approaches 

  

3. DATA SET 

The dataset used in this study is the Medical Cost Personal Dataset, which contains 

information about US healthcare insurance company patients. For the given dataset, first we 

converted all string values are replaced with integers, like female, male to o and 1. Smoke 

and region columns also converted to numbers. Then we found correlation and covariance 

matrix to find optimal features from the data.  

Correlation is a standardized measure of covariance is illustrated in Figure 1. It is useful 

because it gives a scale-free measure of how two variables are related. Correlation 

coefficients range between -1 and 1. A correlation of 1 implies a perfect positive correlation, 

-1 implies a perfect negative correlation, and 0 implies no correlation. 

In a correlation matrix, the element in the i-th row and j-th column represents the correlation 

coefficient between the i-th and j-th variables. Figure 2 illustrates the covariance between all 

features.  
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Figure 1 Correlation between all features and target 

 

Figure 2 Covariance matrix of data 

 

4. IMPLEMENTATION. 

we implemented 2 machine learning models, x-boost, ann and random forest, same data set 

used for training and testing, and tried different combinations to check the model capability.  
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4.1 xgboost: 

xgboost is an optimized implementation of gradient-boosting decision trees designed for 

speed and performance. it builds an ensemble of weak learners (typically decision trees) 

sequentially, with each new model correcting errors made by the previous ones. and uses 

regularization techniques to prevent overfitting and can handle missing values in the dataset. 

xgboost is known for its high predictive accuracy and is widely used in machine-learning 

competitions and real-world applications. 

4.2 artificial neural network (ann): 

artificial neural network is a biologically inspired computational model of interconnected 

nodes (neurons) organized in layers. it is capable of learning complex patterns and 

relationships in data through the forward and backward propagation of signals. ann can be 

used for classification and regression tasks and is particularly effective for tasks involving 

large amounts of data. 

deep learning, a subset of ann, involves training neural networks with multiple hidden layers, 

enabling them to learn hierarchical representations of data. 

 

5 RESULT ANALYSIS 

From table 1 it is observed that the performance metrics of two machine learning model 

XGBoost and ANN on medical cost prediction. The models are assessed using MSE, MAE, 

and R² score. XGBoost achieves an MSE of 2.406178e+07, MAE of 2802.425360, and an R² 

score of 0.845011, indicating strong predictive performance with relatively low error and 

high variance explanation. However, the ANN model performs slightly better, with a lower 

MSE of 2.116136e+07 and MAE of 2772.239978, alongside a higher R² score of 0.863694, 

suggesting it provides more accurate predictions and a better fit to the data. However these 

models used federative learning approach, so they can provide individual data security. 

These results demonstrate consistency and effective model performance.  

Table 1 performance of XGboost, ANN model 

Model MSE MAE R2 error 

XGBoost 2.406178e+07 2802.425360 0.845011   

ANN 2.116136e+07 2772.239978 0.863694 

The table 2 provides a comparison of various studies on predicting insurance charges and 

medical costs using different machine learning models, with a focus on their performance 

metrics (MSE, MAE, R²). Gupta et al. found that Random Forest outperformed other models 

in insurance charge prediction, achieving an MSE of 3.21e+07, MAE of 3700, and R² of 

0.82. Choi & Park's comparative study also emphasized the strengths of ensemble methods 

with slightly better metrics. Wang & Li's comprehensive analysis reported further improved 

results, with an MSE of 2.75e+07, MAE of 3400, and R² of 0.85. Johnson & Patel, in their 

study on medical cost prediction using multiple ML models, highlighted the accuracy of 

ensemble methods, with an MSE of 2.60e+07, MAE of 3000, and R² of 0.84. Wang & Liu 

reviewed various ML algorithms for medical cost prediction, showing similar performance. 
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In another study, Johnson & Patel reviewed ensemble learning techniques, achieving an 

MSE of 2.50e+07, MAE of 2950, and R² of 0.85, underscoring their effectiveness. Brown & 

Miller introduced a novel approach using stacked generalization, which achieved the best 

results with an MSE of 2.40e+07, MAE of 2900, and R² of 0.86. Smith & Jones and Zhang 

& Chen reviewed the application of deep learning models, with both studies reporting 

competitive results. The proposed models under a federated learning framework showed that 

XGBoost and ANN outperformed many previous models. The XGBoost model achieved an 

MSE of 2.406178e+07, MAE of 2802.425360, and R² of 0.845011, while the ANN model 

slightly outperformed it with an MSE of 2.116136e+07, MAE of 2772.239978, and R² of 

0.863694. These findings highlight the potential of federated learning combined with robust 

machine learning models, particularly ANN and XGBoost, in medical cost prediction, 

demonstrating superior performance compared to traditional prescribed methods. 

Table 2 comparison of proposed model with prescribed models 
System Focus Area Key Techniques/Models Metrics (MSE, MAE, R²) Key Findings 

Gupta et 

al. 

Insurance 

Charge 
Prediction 

Multiple ML Models MSE: 3.21e+07,  

MAE: 3700,  
R²: 0.82 

Found Random Forest to 

outperform other models in 
insurance charge prediction. 

Choi & 

Park 

Insurance 

Charge 

Prediction 

Comparative Study MSE: 2.95e+07,  

MAE: 3500, 

 R²: 0.83 

Compared different ML 

models, noting the strengths 

of ensemble methods. 

Wang & 

Li 

Insurance 

Charge 

Prediction 

Comparative Analysis MSE: 2.75e+07,  

MAE: 3400,  

R²: 0.85 

Comprehensive comparison 

of ML models for insurance 

charge prediction. 

Johnson & 
Patel 

Medical Cost 
Prediction 

Multiple ML Models MSE: 2.60e+07,  
MAE: 3000, 

 R²: 0.84 

Compared several ML 
algorithms, emphasizing the 

accuracy of ensemble 

methods. 

Wang & 

Liu 

Medical Cost 

Prediction 

Comparative Analysis MSE: 2.80e+07,  

MAE: 3100, 

 R²: 0.82 

Reviewed various ML 

algorithms and their 

performance on medical 
cost prediction. 

Johnson & 

Patel 

Medical Cost 

Prediction 

Ensemble Learning MSE: 2.50e+07,  

MAE: 2950, 
 R²: 0.85 

Reviewed ensemble 

learning techniques, 
highlighting their 

effectiveness. 

Brown & 

Miller 

Medical Cost 

Prediction 

Stacked Generalization MSE: 2.40e+07,  

MAE: 2900,  
R²: 0.86 

Introduced a novel 

approach using stacked 
generalization for improved 

predictions. 

Smith & 
Jones 

Medical Cost 
Prediction 

Deep Learning MSE: 2.70e+07,  
MAE: 3100,  

R²: 0.83 

Reviewed the application of 
deep learning models for 

cost prediction. 

Zhang & 

Chen 

Medical Cost 

Prediction 

Deep Learning MSE: 2.65e+07,  

MAE: 3050,  
R²: 0.84 

Compared different deep 

learning models for medical 
cost prediction. 

Proposed 

model-1 

Medical Cost 

Prediction 

XGBoost MSE:2.406178e+07 

MAE:2802.425360 

R2: 0.845011   

Federated Learning 

Proposed 
model-2 

Medical Cost 
Prediction 

ANN MSE:2.116136e+07 
MAE: 2772.239978 

R2: 0.863694 

Federated Learning 
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6 CONCLUSION 

The comparative analysis of machine learning and ANN models for predicting medical costs 

under a federated learning framework demonstrates that advanced models like ANN and 

XGBoost offer superior performance. The ANN model, in particular, achieved the lowest 

(MSE: 2.116136e+07) and (MAE: 2772.239978), along with the highest R² score 

(0.863694), indicating its exceptional accuracy and fit. XGBoost also performed robustly 

with an MSE of 2.406178e+07, MAE of 2802.425360, and an R² of 0.845011, 

outperforming many traditional models. These models performance with federative learning 

performed well when compared with prescribed models, and federative model also provides 

security to the individual patient information.  
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