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ABSTRACT:The advancement of medical research in cancer prognosis and diagnosis, 

particularly in breast cancer, has placed significant stress on oncologists due to the 

complexity and heterogeneity of the disease. To address this challenge, research focusing on 

breast cancer survival estimation has been proposed. This research aims to merge 

histological and genomic data to enhance prognosis accuracy, minimizing unnecessary 

treatment interventions and ensuring tailored patient care. By utilizing a spectrum of 

machine learning approaches, including SVM, Random Forest, and neural networks, a 

robust tool is developed for personalized breast cancer survival predictions. The tool 

empowers clinicians to make informed treatment decisions and optimize healthcare resource 

allocation efficiently. Moreover, the application of ensemble methods further enhances 

prediction accuracy, particularly through techniques like Voting Classifier. Additionally, 

extending the project to include a user-friendly frontend using the Flask framework allows 

for user testing and authentication, facilitating seamless interaction and practical application 

in clinical settings. Ultimately, personalized breast cancer survival predictions contribute to 

improved patient outcomes and healthcare delivery efficiency, addressing the growing 

global concern of breast cancer incidence. 

Index Terms—Breast cancer survival estimation, gene expression, copy number variation, 

histopathological whole slide images, utility kernel, support vector machine, machine 

learning, deep neural networks 

1. INTRODUCTION: 

Breast cancer, characterized by the uncontrolled growth of breast cells, remains a significant global 

health concern, particularly for females. The intricacies of breast tissue composition and the 

complexities of cancer progression underscore the critical need for accurate prognosis and diagnosis 

tools. With advancements in medical research and technology, oncologists are increasingly relying on 

a combination of qualitative histological data and quantitative genomic information to predict clinical 

outcomes and tailor treatment strategies [1]. 

The Global Cancer Observatory (GCO), an initiative by the World Health Organization (WHO), has 

provided alarming statistics on the prevalence of cancer worldwide. In 2020 alone, an estimated 

19,292,789 new cancer cases were reported globally, with breast cancer accounting for 11.7% of all 

cancer cases [2]. Furthermore, the number of breast cancer cases among females is projected to 

increase to 24.5% by 2040, highlighting the urgent need for improved prognostic and diagnostic tools 

[2]. 

Traditional survival prediction models often face challenges in accurately predicting clinical outcomes 

due to the heterogeneity of breast cancer and the varied clinical responses observed among patients 

[3]. Recent advancements in medical imaging and next-generation sequencing technologies, such as 

METABRIC and The Cancer Genome Atlas (TCGA), have revolutionized the field by providing 

extensive genome-scale transcriptomic data for breast cancer research [4]. 
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Survival prediction, defined as the duration of time a patient lives after being diagnosed with cancer, 

is of paramount importance in clinical decision-making and treatment planning. Standardizing 

reporting and determining survivability often relies on a 5-year criterion, as it takes at least 5 years to 

label a patient record as survived or not survived [5]. However, given the complexity of breast cancer 

and the variability in survival rates, newer approaches are needed to accurately classify patients as 

short-term or long-term survivors based on varying survival cutoffs [6]. 

Machine learning (ML) techniques have emerged as powerful tools in the development of survival 

prediction models for breast cancer. ML algorithms can automatically learn from data, handle 

complex interactions between variables, and excel at processing large volumes of medical data [7]. 

Leveraging ML in medical research offers promising opportunities to enhance prognostic accuracy 

and improve patient care outcomes. 

In this study, we aim to address the pressing need for accurate survival prediction models in breast 

cancer research. By integrating diverse datasets and employing advanced ML techniques, we seek to 

develop robust and personalized survival prediction tools. These tools have the potential to assist 

oncologists in making informed treatment decisions, optimize healthcare resource allocation, and 

ultimately improve patient outcomes. Through a comprehensive review of existing literature and the 

application of innovative methodologies, we strive to contribute to the advancement of breast cancer 

research and clinical practice. 

2. LITERATURE SURVEY 

Breast cancer remains a significant health concern worldwide, necessitating the development of robust 

prognostic and diagnostic tools to improve patient outcomes and guide treatment decisions. This 

literature survey explores various studies and research papers that have contributed to our 

understanding of breast cancer prognosis, adherence challenges in patient care, genomic and 

transcriptomic architecture, and the role of big data and machine learning in predicting survival 

outcomes. 

Clark (1994) [1] discusses the necessity of prognostic factors for breast cancer, emphasizing the 

importance of identifying reliable indicators to guide treatment decisions and improve patient 

outcomes. This study highlights the complexities of breast cancer prognosis and the challenges 

associated with predicting disease progression. 

Martin et al. (2005) [2] address the challenge of patient adherence in breast cancer treatment, 

emphasizing the importance of patient engagement and adherence to treatment plans for successful 

outcomes. This study underscores the need for effective communication between healthcare providers 

and patients to promote treatment adherence and improve clinical outcomes. 

Curtis et al. (2012) [3] explore the genomic and transcriptomic architecture of breast tumors, 

revealing novel subgroups based on molecular characteristics. This study provides valuable insights 

into the heterogeneity of breast cancer and highlights the potential for personalized treatment 

approaches based on molecular profiling. 

Tomczak et al. (2015) [4] provide a comprehensive review of The Cancer Genome Atlas (TCGA), 

emphasizing its role as an invaluable source of knowledge for cancer research. This study underscores 

the significance of large-scale genomic data in understanding the molecular basis of breast cancer and 

identifying potential therapeutic targets. 

Delen et al. (2005) [5] compare three data mining methods for predicting breast cancer survivability, 

highlighting the efficacy of machine learning techniques in prognostic modeling. This study 

demonstrates the potential of data-driven approaches in predicting clinical outcomes and guiding 

treatment decisions in breast cancer. 

Polyak (2011) [6] discusses the heterogeneity of breast cancer, emphasizing the diverse molecular 

subtypes and clinical behaviors observed in patients. This study underscores the importance of 

personalized medicine approaches tailored to individual patient profiles to optimize treatment 

outcomes. 

Obermeyer and Emanuel (2016) [7] explore the role of big data and machine learning in clinical 

medicine, highlighting their potential to revolutionize healthcare delivery and improve patient 

outcomes. This study emphasizes the importance of leveraging advanced analytics techniques to 

extract meaningful insights from large datasets for personalized patient care. 
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Van 't Veer et al. (2002) [8] investigate gene expression profiling as a predictor of clinical outcome in 

breast cancer. This study demonstrates the utility of molecular biomarkers in predicting disease 

prognosis and guiding treatment decisions, paving the way for personalized medicine approaches in 

breast cancer management. 

Overall, the literature survey highlights the multidimensional nature of breast cancer prognosis and 

the importance of integrating diverse data sources and advanced analytics techniques to improve 

predictive accuracy and patient outcomes. By leveraging genomic, transcriptomic, and clinical data, 

researchers can develop personalized prognostic models that enhance treatment decision-making and 

optimize healthcare delivery for breast cancer patients. 

3. METHODLOGY 

a) Proposed work: 

The proposed breast cancer survival prediction system integrates advanced machine learning 

techniques with multimodal data sources to enhance prognostic accuracy. It utilizes a utility kernel for 

Support Vector Machines (SVM), incorporating gene expression data and histopathological images 

for improved performance compared to existing methods. Experimentation with Naive Bayes, 

Decision Trees, and Random Forests supplements the analysis. Deep learning methods, such as 

variationalautoencoders and transfer learning with Convolutional Neural Networks (CNNs), further 

extend the model's capabilities. 

As an extension, a voting classifier combining Random Forest, Support Vector Classifier, and 

Decision Tree models is implemented to leverage multi-modal data combinations for survival 

prediction at various intervals. Moreover, a Flask framework integrated with SQLite is developed to 

enable user signup and signin functionalities, facilitating user testing by allowing input submission 

and evaluation of the proposed models' performance. These advancements aim to enhance the 

accuracy and usability of the breast cancer survival prediction system. 

b) System Architecture: 

The system architecture begins with the input of the breast cancer dataset, comprising gene expression 

data and histopathological images. Data preprocessing involves cleaning, normalization, and feature 

extraction, followed by visualization to gain insights into the dataset's characteristics. The dataset is 

then split into training and testing sets for model development and evaluation. 

Various machine learning algorithms, including Random Forest, Decision Tree, Naive Bayes, 

VGGNet, ResNet, and DenseNet, are employed for survival prediction. These algorithms are trained 

on the training data and evaluated on the test set to assess their performance. 

The prediction model integrates the trained algorithms to predict survival outcomes for breast cancer 

patients. This model utilizes features extracted from gene expression data and histopathological 

images to make accurate predictions. The system architecture also includes a Flask framework 

integrated with SQLite for user signup, signin, and input submission, enabling user testing and 

evaluation of the prediction model's performance. 

 

Fig 1 Proposed Architecture 

c) Data processing  

1. Data Sampler: 

   - Subsampling the long data to create a balanced dataset for training. 

   - Generating balanced class data to address class imbalance issues, ensuring equal representation of 

each class in the training set. 

2. Define Utility Kernel: 
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   - Definition of a utility kernel for Support Vector Machines (SVM), which enhances the SVM's 

ability to handle complex and non-linear relationships in the data. 

3. Applying PCA: 

   - Principal Component Analysis (PCA) is applied to the dataset to reduce dimensionality while 

preserving 95% of the explained variance ratio, aiding in feature selection and model efficiency. 

4. Exploring the Dataset: 

   - Analysis of different data components: 

     - CLN: Clinical data 

     - WSI: Whole slide images 

     - EXP: Gene expression data 

     - CNV: Copy number variation data 

   - Understanding the characteristics and distributions of each data component. 

5. Combining the Data: 

   - Various combinations of data components are created for analysis and model training: 

     - CLN_EXP, CLN_CNV, CLN_WSI, EXP_CNV, EXP_WSI, CNV_WSI, CLN_EXP_CNV, 

CLN_EXP_WSI, EXP_CNV_WSI, CNV_CLN_WSI, multimodal (WSI, CLN, CNV, EXP). 

6. Visualization: 

   - Data visualization using Seaborn and Matplotlib libraries to gain insights into the dataset's 

distributions, correlations, and patterns. 

   - Visual representations aid in understanding data relationships and identifying potential predictive 

features for model training. 

d) TRAINING AND TESTING 

For training the SVM Utility Kernel model for breast cancer survival estimation, the dataset is divided 

into two subsets: a training set and a testing set. The training set comprises a balanced representation 

of breast cancer samples, including both short-term and long-term survivors, ensuring the model 

learns from a diverse range of instances. The SVM model is trained on this dataset using the utility 

kernel, which enhances the SVM's ability to capture complex relationships within the data. 

Once the model is trained, it is evaluated on the testing set to assess its performance and 

generalization ability. The testing set contains unseen samples that were not used during training, 

allowing for an unbiased evaluation of the model's predictive accuracy. Performance metrics such as 

accuracy, precision, recall, and F1-score are calculated to gauge the model's effectiveness in 

accurately predicting breast cancer survival outcomes. 

e) ALGORITHMS: 

CLN - SVM – rbf 

CLN-SVM-RBF refers to a support vector machine (SVM) model with a radial basis function (RBF) 

kernel trained on clinical (CLN) data. In the project, this model is utilized to predict breast cancer 

survival outcomes based on clinical features such as patient demographics, tumor characteristics, and 

treatment history. The RBF kernel allows the SVM to capture non-linear relationships in the CLN 

data, enhancing its ability to discern patterns associated with different survival outcomes. By 

leveraging CLN-SVM-RBF, the project aims to develop a robust predictive model that can assist 

oncologists in making informed treatment decisions and improving patient care in breast cancer 

management. 

CLN - SVM – Poly 

CLN-SVM-Poly represents a support vector machine (SVM) model with a polynomial kernel trained 

on clinical (CLN) data. In the project, this model is employed to forecast breast cancer survival 

outcomes using clinical attributes like patient demographics, tumor characteristics, and treatment 

history. The polynomial kernel enables the SVM to capture non-linear relationships present in the 

CLN data, thereby enhancing its ability to discern patterns associated with different survival 

outcomes. By leveraging CLN-SVM-Poly, the project aims to develop an effective predictive model 

to aid oncologists in making informed treatment decisions and improving patient care in the realm of 

breast cancer management. 

CLN - SVM – Utility 
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CLN-SVM-Utility refers to a support vector machine (SVM) model with a utility kernel trained on 

clinical (CLN) data. In the project, this model is utilized to predict breast cancer survival outcomes 

using clinical features such as patient demographics, tumor characteristics, and treatment history. The 

utility kernel enhances the SVM's ability to handle complex and non-linear relationships within the 

CLN data, thereby improving its predictive accuracy. By leveraging CLN-SVM-Utility, the project 

aims to develop a robust predictive model that assists oncologists in making informed treatment 

decisions and enhances patient care in the field of breast cancer management. 

CLN - SVM – Linear 

CLN-SVM-Linear denotes a support vector machine (SVM) model with a linear kernel trained on 

clinical (CLN) data. In the project, this model is employed to predict breast cancer survival outcomes 

utilizing clinical attributes like patient demographics, tumor characteristics, and treatment history. The 

linear kernel facilitates the SVM in delineating linear relationships within the CLN data, aiding in the 

classification of survival outcomes. By leveraging CLN-SVM-Linear, the project aims to develop an 

effective predictive model that assists oncologists in making informed treatment decisions and 

enhances patient care in breast cancer management by providing accurate survival estimations based 

on clinical data. 

CLN - SVM - Sigmoid 

CLN-SVM-Sigmoid represents a support vector machine (SVM) model with a sigmoid kernel trained 

on clinical (CLN) data. In the project, this model is utilized for predicting breast cancer survival 

outcomes using clinical features such as patient demographics, tumor characteristics, and treatment 

history. The sigmoid kernel allows the SVM to capture non-linear relationships within the CLN data, 

enabling it to discern intricate patterns associated with different survival outcomes. By leveraging 

CLN-SVM-Sigmoid, the project aims to develop a robust predictive model that assists oncologists in 

making informed treatment decisions and enhances patient care by providing accurate survival 

estimations based on clinical data. 

CLN-WSI-EXP-CNV – NB 

CLN-WSI-EXP-CNV-NB represents a Naive Bayes (NB) classifier trained on a combination of 

clinical (CLN), whole slide images (WSI), gene expression (EXP), and copy number variation (CNV) 

data. In the project, this model is utilized for breast cancer survival prediction, leveraging multi-modal 

data sources to improve predictive accuracy. By integrating information from diverse data types, 

including clinical attributes, imaging data, and molecular profiles, the CLN-WSI-EXP-CNV-NB 

model captures comprehensive insights into the disease. Through this approach, the project aims to 

develop a robust predictive model that assists oncologists in making informed treatment decisions and 

enhances patient care in breast cancer management. 

CLN-WSI-EXP-CNV- voting 

CLN-WSI-EXP-CNV-Voting refers to an ensemble model utilizing a voting classifier trained on a 

combination of clinical (CLN), whole slide images (WSI), gene expression (EXP), and copy number 

variation (CNV) data. In the project, this model combines the predictions of multiple individual 

classifiers, such as Random Forest, Support Vector Machine, and Decision Tree, to make final 

predictions. By aggregating the results of diverse models trained on different data modalities, CLN-

WSI-EXP-CNV-Voting aims to improve predictive accuracy and robustness. This ensemble approach 

enhances breast cancer survival prediction by leveraging complementary information from various 

data sources, aiding oncologists in making informed treatment decisions and improving patient care 

outcomes. 

CLN-WSI-EXP-CNV – VGGNets 

CLN-WSI-EXP-CNV-VGGNets refers to a deep learning model utilizing VGGNet architecture 

trained on a combination of clinical (CLN), whole slide images (WSI), gene expression (EXP), and 

copy number variation (CNV) data. In the project, this model is employed for breast cancer survival 

prediction by extracting features from diverse data modalities. VGGNet, known for its deep 

architecture and strong feature extraction capabilities, enhances the model's ability to capture intricate 

patterns and relationships within the multi-modal data. By leveraging CLN-WSI-EXP-CNV-

VGGNets, the project aims to develop a highly accurate predictive model that aids in personalized 

treatment planning and improves patient outcomes in breast cancer management. 

CLN-WSI-EXP-CNV – ResNets 
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CLN-WSI-EXP-CNV-ResNets refers to a deep learning model utilizing ResNet architecture trained 

on a combination of clinical (CLN), whole slide images (WSI), gene expression (EXP), and copy 

number variation (CNV) data. In the project, this model is utilized for breast cancer survival 

prediction by leveraging the features extracted from diverse data modalities. ResNet, renowned for its 

deep architecture and residual connections, enhances the model's ability to capture intricate patterns 

and relationships within the multi-modal data. By leveraging CLN-WSI-EXP-CNV-ResNets, the 

project aims to develop a highly accurate predictive model that aids in personalized treatment 

planning and improves patient outcomes in breast cancer management. 

CLN-WSI-EXP-CNV – DenseNets 

CLN-WSI-EXP-CNV-DenseNets denotes a deep learning model employing DenseNet architecture 

trained on a combination of clinical (CLN), whole slide images (WSI), gene expression (EXP), and 

copy number variation (CNV) data. In the project, this model is applied for breast cancer survival 

prediction by extracting features from diverse data sources. DenseNets, characterized by dense 

connectivity patterns, facilitate effective information propagation and feature reuse across layers, 

enhancing the model's ability to capture intricate relationships within the multi-modal data. By 

leveraging CLN-WSI-EXP-CNV-DenseNets, the project aims to develop a robust predictive model 

that supports personalized treatment decisions and improves patient outcomes in breast cancer 

management. 

4. EXPERIMENTAL RESULTS 

Accuracy: The accuracy of a test is its ability to differentiate the patient and healthy cases correctly. 

To estimate the accuracy of a test, we should calculate the proportion of true positive and true 

negative in all evaluated cases. Mathematically, this can be stated as: 

 Accuracy = TP + TN TP + TN + FP + FN.

Fig 3 COMPARISON GRAPH 5,6Year Survival 

 
Fig 4 COMPARISON GRAPH 7,8 Year Survival 
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Fig 5 COMPARISON GRAPH 9 Year Survival 

 
Fig 6 PERFORMANCE EVALUATION- Survival Prediction Models at 5-Year Survival 

fig 7 PERFORMANCE EVALUATION- Survival 

Prediction Models at 6-Year Survival 

 
Fig 8 PERFORMANCE EVALUATION- Survival Prediction Models at 7-Year Survival 

 
Fig 9 PERFORMANCE EVALUATION- Survival Prediction Models at 8-Year Survival 
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Fig 10 PERFORMANCE EVALUATION- Survival Prediction Models at 9-Year Survival 

 
Fig 11 Home Page  

 
Fig 12 Sign Up  

 
Fig 13 Sign In  

 
Fig 14 Upload Input Data 

 
Fig 15 Upload Input Data  
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Fig 16 Predicted Result 

5. CONCLUSION 

In conclusion, the project highlights the importance of comprehensive and customized approaches in 

breast cancer survival prediction. By systematically assessing various machine learning algorithms, 

including tailored SVMs with utility kernels, traditional methods, and deep learning architectures like 

VGG-Nets and ResNets, the project demonstrates the significance of algorithmic customization for 

accurate predictions. Integration of diverse data sources, such as clinical data, whole-slide images, and 

molecular datasets, ensures a holistic understanding of breast cancer characteristics. 

The extension efforts, particularly the exploration of a voting classifier, further enhance predictive 

capabilities, emphasizing the project's commitment to innovation in breast cancer prediction. The 

implementation of a user-friendly Flask-based deployment allows for easy access and early 

intervention, facilitating improved patient care. 

Overall, the project provides valuable insights into algorithmic suitability and underscores the 

importance of versatility and customization in medical predictive modeling, ultimately contributing to 

advancements in breast cancer diagnosis and treatment. 

6. FUTURE SCOPE 

The feature scope for the proposed SVM Utility Kernel for Breast Cancer Survival Estimation 

encompasses a comprehensive set of clinical, imaging, and molecular features. This includes patient 

demographics such as age, gender, and ethnicity, tumor characteristics such as size, grade, and stage, 

treatment history, as well as molecular markers such as gene expression profiles and copy number 

variations. Additionally, imaging features extracted from whole-slide images contribute to the feature 

set, providing spatial information about tumor morphology and microenvironment. The utility kernel 

within the SVM framework allows for the incorporation of complex relationships and interactions 

among these diverse features, enhancing the model's predictive power. By leveraging a wide range of 

features representing various aspects of breast cancer biology and patient characteristics, the proposed 

SVM Utility Kernel aims to provide accurate and personalized predictions of breast cancer survival 

outcomes. 
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