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ABSTRACT

In today's fully digitized society, there is a necessity for a primary, dependable, and sophisticated
mechanism similar to computer-based facial recognition systems utilized in privacy management
contexts. Numerous face recognition (FR) systems are dependable for "ideal frontal facial images/data.”
In some instances, a portion of the face is obscured, rendering the entire frontal visage potentially
invisible. Consequently, the issue of face identification utilizing fractional facial data (occluded face data)
is an emerging study domain. The implementation of deep learning solutions in this domain has been
prevalent recently. However, numerous challenges persist, such as incomplete face data. So in this work,
topic of face-recognition with fractional facial data is addressed. Experiments supporting the architecture
of high-tech Convolutional Neural Networks (Hereinafter referred as CNN)within deep learning, together
with the VGG-Face prototype/model, have been conducted. The VGG-Face prototype is a pre-trained
CNNemployed for characteristicabstraction in mechanismknowledge. We performed research to assess
the efficacy of the VGG prototype on fractional face images, along with other modifications including
zooming and rotation of face images. Before using the image as input, face detection and alignment are
executed using multi-task cascaded MTCNN.

We performed experiments on the publicly accessible Brazilian FEI dataset. Our findings indicate that the
created model also identifies faces in RGB images that are partially visible in the input image.

Keywords: Face Recognition, Deep Learning, Convolution neural network, Cosine similarity.

1. Introduction
1.1 Basic concepts

Humans ownaintelligenceareaexplicitlydevoted to the dispensation and acknowledgement of faces. It is quite
inevitable that humans possess a remarkable ability to recognize faces. The human brain recognizes the face by
remembering its fundamental details, viz., shapes and vital features like the nose, forehead, cheeks, and eyes.
Moreover, our brain can accommodate significant differences in lighting and facial expressions. Nonetheless, face
recognition in computers is directly influenced by variations in facial appearance.
Despite this, the vast amount of available data enables a computer to adapt to and function in conjunction with the
superior processing capabilities of machines. It is suggested that certain domains for assessment, such as a CNN, can
attain real-time efficacy while performing facial recognition tasks.The paper seeks to investigate the compelling
question of how a machine performs facial recognition using incomplete and partial facial information. This study
seeks to investigate the impact of distant facial perception—specifically by means of enlarging out and rotating facial
images—on the face identification process.
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Fig. 1 Samples of fractional/covered face images

In Fig. 1, we present several unsatisfactory fractional face photos that were used in our methodology. Researchers [2-
4] examined recent methodologies for face classification and identification. The prototype implies that the entire face
is not attainable; instead, only particular parts such as the mouth, eyes, nose, or cheeks can be accessed as significant
content.The judicious application of this work demonstrates the need to practically engage in programmed facial
recognition tasks. Similar to other biometric verification systems, such as facial recognition, facial observation, and
fingerprint analysis, these methods are commonly employed. Also, steadfast face processing [10, 11] and face
recognition [12-15] technologies, which can exploit facial information, for example, photographs that originate from
conventional CCTV cameras, are gaining in importance. This illustration demonstrates our face recognition framework,
that utilizes partial faces for testing purposes.
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Fig. 2: Overview of face recognition with
fractional visible face as input

Nanotechnology Perceptions 20 No.6 (2024) 3446-3453



3448 Amruta Nagesh Chitari Deep Face Recognition Using Deep Learning

2. Related Work

The literature regarding computer-aided facial recognition, particularly in relation to incomplete or obstructed facial
images, appears to be relatively inadequate and inconsistent.

Savvvides et al. [16] proposed a technique utilizing kernel interaction filtration on monochrome pictures to diminish
picture complexity alongside the extraction of features. Subsequently, support vector machines (SVM) were utilized to
distinguish between different face features, focusing primarily on the eyes, nose, and mouth. The results of their
experiments demonstrate a superior confirmation rate for the ocular region relative to other areas, including the mouth
and nose. Simultaneously, L. He, H. Li, et al. [18] demonstrated rudimentary facial recognition algorithms referred to
as Dynamic Feature Matching (DFM). Their suggested approach was based on a combination of complete CN and
sparse representations. The VGG-Face model has been utilized for feature extraction. These qualities were employed
in the FCN. This procedure produces enhanced precision in classification relative to other methods.

Proposition of an innovative model by H. Li and Y. Ching [21] for face recognition derives dynamical subdomains
using images to capture distinctive traits of every human being. They mostly concentrated on frontal perspectives with
differing illumination and occlusion.

In any event, when confronting significant obstacles, the efficacy of contemporary methods diminishes markedly.
Many previous studies have shown that familiarity is crucial in facial recognition. The rate of commonality is evidently
affected when the target facial image is occluded, partially obscured, or modified in relation to the individual's age [22,
23].

Then again, human face recognition is challenged by the computing capacity of machine learning algorithms to
employ a vast quantity of input data as training data to produce outputs by using numerical analysis. Moreover, it can
be articulated that machine learning algorithms have the potential to yield superior recognition rates in instances of
partial representations or in the most adverse scenarios.

Despite ongoing research in machine-based facial identification, none of the studies have addressed how machine
learning consistently utilizes fractional faces in this domain. Consequently, our objective in this analysis is to bridge
that gap. We focus on how different facial features contribute to recognition. Our procedurepractices a CNN-based
construction in concurrence with the pre-trained VGG-Face model to excerptcharacteristics. Subsequently, we employ
a classifier, specifically cosine similarity (CS), to evaluate accuracy.

The subsequent paragraphs of the study provide a concise overview of the VGG-Face model, detailing its CNN
architecture and cosine similarity classification, followed by experiments conducted on the FEI dataset using partial
face inputs. In conclusion, we finalize the article.

3. Proposed method.

Currently, the most prominent instances of machine learning are derived from deep learning methodologies. One of the
most used deep learning architectures is the Convolutional Neural Network (CNN). The field of Visual Computing is
extensively investigated through the use of Convolutional Neural Networks (CNN). The non-linear, multilevel design
of CNNs is adept at learning intricate features [24]. Convolutional Neural Networks (CNNs), a supervised machine
learning methodology, derive profound insights from data through intensive example-based training. State-of-the-art
deep learning models, derived from CNN architectures, are employed across practically all visual computing areas,
including image processing, image recognition, image classification, and information retrieval.

A variety of pretrained models for facial perception tasks are accessible through CNN. These models can be used for
feature extraction eg. VGGFace, VGG16, VGG19[29] — created by Oxford Visual Geometry Group [29]. We have
utilized VGG-FACE model for feature extraction [30] mentioned below. This is followed by Cosine similarity, CS
[30]. The VGG model was trained on 2.6 million facial photographs of over 2,600 individuals. VGG-Face employs a
total of 38 layers, encompassing the input as well as the output surfaces. The input image is an RGB image with
dimensions 224 x 224 x 3. A mean is calculated from the input image throughout the preparatory stage. VGG-Face
consists of 13 convolutional layers, each featuring a collection of composite variables.
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Conv-256

Fig. 3: VGG-Face model architecture

Every cluster of convolution layers has max pooling layers and also rectified linear units, or ReLUs. There are fifteen
ReLUs. Subsequent to these layers are three completely connected layers: FC6, FC7, and FC8. The final layer is the
softmax classifier, which categorizes the input face. Figure 3 depicts the framework of the VGGF model.

Feature extraction and classification: Convolutional Neural Networks (CNNs) utilize various layers to learn features,
subsequently employing this knowledge to categorize images. Each convolutional layer is designed to learn distinct
features. For instance, if an initial layer extracts features such as colors and edges of a picture, subsequent deeper
layers acquire more complicated features. Convolutional layers produce channels and multiple 2D arrays. In VGG-
FACE, thirteen levels are convolutional layers, while the remainder consists of a combination of pooling, ReLU, and
fully connected layers and concludes with a softmax layer. After applying input to convolutional layers with filters,
features are extracted for classification purposes. The primary characteristics are derived by analyzing the activation of
the layer.

Classification occurs subsequent to feature extraction. Classification is a supervised machine learning method. The
objective of a classification model is to assign class labels based on expected features. Our classification studies
calculate the cosine similarity (CS) to determine the smallest distance using the following equation:

CSmin = min(dist(im_test,im" _training))

whereim_test is test image and im"is the training image and n is total number of images in training set
4. Experiments and Implementation
Researchers performed experiments on facial recognition using diverse facial characteristics. For this job, researchers
employed the renowned FEI facial dataset.[31] The FEI face dataset is a Brazilian resource that contains a compilation
of facial pictures. Each one of the 200 individuals has 14 photographs, culminating in a total of 2800 images. All
images are vibrant and captured over a uniform white background in an upright frontal orientation with a profile
rotation of approximately 180 degrees. The scale may vary by around 10%, and the primary measurements for each
image are 640 by 480 pixels. The faces predominantly consist of students and personnel at FEI, aged between 19 and
40, characterized by diverse appearances, hairstyles, and adornments.
The quantity of male and female subjects is identical, totaling 100 each. Figure 1 presents some instances of image
changes from the FEI face database. [31]. We utilized the Python programming language together with essential
development tools and various deep learning/machine learning packages, including NumPy, Keras, TensorFlow,
OpenCV, and Matplotlib. Researcher deployedKeras deep learning outline to develop model. Our output layer differs
from the ImageNet version. Preprocessing is conducted before utilizing the image as input. Face detection and
alignment are accomplished using multi-task cascaded convolutional networks (MTCNN).[58]. In [32], the authors
(2016) proposed that "MTCNN employs a cascaded architecture comprising three stages of meticulously designed
deep convolutional networks that predict facial and landmark locations in a coarse-to-fine approach." The image is
entered into the VGG model, followed by classification by cosine similarity. The model's output primarily fluctuates
based on the threshold level of the distance matrices. This model uses a threshold value of 0.40.
Result analysis
The test sets corresponded to different portions of the face. The model was trained on various test sets corresponding to
different facial regions. The subsequent results are produced with and without training the VGG face model for various
facial segments, including the bottom half, top half, right half, left half, entire face, zoomed-out face (up to 50%), and
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rotated face (up to 50%). The data in tables 1 and 2 indicate that the recognition rate improves when the model is
trained on various facial regions.
Table 1: Face recognition rate for parts of face partially visible without training VGG model and with training
model for parts of face

Parts of face | without Training model
partially training model | for parts of face
visible for parts of
face
Bottom Half 60 90
Top Half 90 100
Right Half 90 100
Full Face 100 100
Rotated 85 97
Zoom out 85 95

Table 2 Bar graph for recognition rate with parts of face partially visible
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6 CONCLUSION:

The efficacy of contemporary machine-based facial recognition methods in operating effectively using incomplete
facial data, including obscured characteristics or flipped faces, presents a considerable difficulty in the field of artificial
intelligence and visual computation. The present report outlines various methods for addressing these challenges. We
have investigated the potential of deep learning for face identification utilizing partial or fractional faces. We outline
the extraction of features utilizing the CNN VGG-Face model and the application of cosine similarity and classifiers in
face recognition tasks. This study demonstrates the utilization of RGB characteristics extracted from the CNN VGG-
Face model for the detection of obscured faces. This method can be further extended to near-infrared pictures for facial
identification. Additionally, other prevalent deep learning methodologies, such as generative adversarial networks, can
be included, necessitating minimal datasets for model training.
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