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Abstract  

Nowadays, social media is an important aspect of news reading, learning, and 

handling digital information. Increasing detailed information on social media content 

leads to a vast of time to know the summary of the information. Prevailing techniques 

and Artificial intelligence handle the text summarization based on the importance of 

term frequency. Analyzing more feature dependencies like subject, nouns, key terms, 

and topic modeling makes it more tedious to degrade sentence fragmentation, which 

leads to low precision and recall rate. To resolve this problem and introduce new 

sentence-based frequency fragmentation, text summarization is implemented based on 

PSO optimized LSTM gated RoBERTa Algorithm for social media content extraction. 

Initially, the text preprocessing is framed to process stop word removal stemming and 

tokenization to normalize the document data. By reducing the sentence and extracting 

the important terms by evaluating based on Inverse Term quantum vector frequency 

evaluation (ITQCF). The sentence term frequency evaluation is carried out using best 

fit term frequency evaluation using PSO to select the important features.  Finally, the 

optimized auto coders based on the LSTM Gated Robustly Optimized BERT 

Pretraining Approach (RoBERTa) are used to summarize the content. The Sequence 

Ranking sentence fragmentation (SRSF) formalizes the sentence depending on the topic 

to finalize the precision summarization. The proposed system improves the precision 

rate as well in fragmentation and sentence score to show high performance in F1 score 

and redundant time complexity. 

Keywords: Text summarization, feature extraction and classification, key term. 

Document frequency, Deep learning, LSTM, social media. 

1. Introduction 

In the digital era, social media has emerged as a pivotal platform for various activities 

such as news consumption, learning, and handling digital information. With the abundance of 

detailed information available on social media, users often find themselves spending a 

significant amount of time shifting through content to grasp the essence of the information 

presented [1]. To address this challenge, advanced techniques and Artificial Intelligence (AI) 

solutions have been developed to streamline the process of text summarization, focusing on 

the importance of term frequency analysis [2]. Text summarization is the process of distilling 

a large amount of text into a concise summary that captures the main points and key 

information. With the rise of social media platforms such as Twitter, Facebook, and Instagram, 

the volume of text being generated on a daily basis is massive. In order to make sense of this 

vast amount of information, text summarization using NLP techniques has become essential 

[3]. 

http://www.nano-ntp.com/
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The NLP is a branch of artificial intelligence that focuses on the interaction between 

computers and humans using natural language [4]. By analysing and understanding human 

language patterns, NLP algorithms can extract important information from text and generate 

summaries that are both informative and concise [5].  Efficient text summarization based on 

NLP social media content analysis has numerous applications in today's digital landscape [6]. 

For example, businesses can use text summarization to quickly analyse customer feedback and 

reviews on social media platforms [7], allowing them to identify trends and make data-driven 

decisions. Journalists and news organizations can also benefit from text summarization by 

quickly summarizing news articles and social media posts to keep up with the latest 

developments [8, 9]. 

Traditionally, text summarization techniques have relied on analysing key features 

such as subject matter, nouns, key terms, and topic modelling. However, these methods can be 

laborious and prone to sentence fragmentation, resulting in lower precision and recall rates. To 

overcome these limitations, a novel approach known as sentence-based frequency 

fragmentation text summarization has been introduced, leveraging a PSO-optimized LSTM 

gated RoBERTa algorithm specifically tailored for extracting content from social media 

platforms. 

The process begins with text preprocessing, encompassing tasks such as stop word 

removal, stemming, and tokenization to standardize the document data. Subsequently, the 

extraction of important terms is carried out through an evaluation based on Inverse Term 

Quantum Vector Frequency (ITQCF). The evaluation of sentence term frequency is refined 

through a best-fit term frequency assessment using Particle Swarm Optimization (PSO) to 

identify crucial features within the text. The core of the summarization process lies in the 

utilization of an optimized autoencoder based on LSTM Gated RoBERTa, a robustly optimized 

variant of the BERT pretraining approach. This model effectively synthesizes the extracted 

information to generate concise summaries. To enhance the coherence and relevance of the 

summarized content, a Sequence Ranking Sentence Fragmentation (SRSF) technique is 

employed, tailoring the summarization process to the specific topic at hand. 

The proposed system demonstrates significant improvements in precision rates, 

addressing issues related to sentence fragmentation and enhancing the overall sentence score. 

This enhancement is reflected in the system's high performance metrics, including F1 score 

and reduced time complexity. By leveraging cutting-edge AI technologies and innovative 

methodologies, the system offers a sophisticated solution for efficiently summarizing social 

media content, catering to the evolving needs of modern information consumers. 

2. Literature survey  

Social media platforms have revolutionized the way we consume news and information, 

offering a plethora of content that can be overwhelming to navigate efficiently [10]. Text 

summarization techniques have been developed to condense this information into concise 

summaries, aiding users in extracting key insights quickly [11]. However, traditional methods 

based solely on term frequency may not capture the nuances of the content effectively, leading 

to fragmented sentences and reduced summarization accuracy. In this paper, proposed a novel 

approach that leverages the power of AI and optimization algorithms to enhance text 

summarization for social media content [12]. 

Amidst the outbreak of the novel coronavirus disease (COVID-19), numerous research 

institutions, including the Allen Institute for AI, have curated extensive datasets related to the 

virus. The primary objective behind this effort is to aid the research community and the general 
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public in delving into valuable insights derived from COVID-19 datasets on a broader scale 

[13]. The Covid-19 Open Research Database (CORD-19) serves as a valuable search engine, 

offering a semantic search platform dedicated to the CORD-19 dataset. Furthermore, covidex 

presents a multi-step search feature designed to refine various attributes of the COVID-19 

dataset. Notably, researchers referred to as authors in a particular study integrated a Natural 

Language Processing (NLP)-based clinical inference engine, specifically Well in AI [14], 

along with a well-suited ranking mechanism to establish a framework with exceptional 

precision and recall scores for conceptual notions. 

In the past, LSTM-based methods have been extensively utilized by research communities 

across various applications such as image captioning, text classification, entity classification, 

and speech recognition. LSTM, a variant of recurrent neural networks (RNN), has been a 

cornerstone in effective text summarization, particularly in abstract summarization tasks [15]. 

It has demonstrated strong performance in extractive summarization. Building upon this 

foundation, the authors introduced an innovative approach that leverages a focus mechanism 

integrated with transformers to predict and summarize the salient aspects of the input 

accurately [16]. This methodology enhances the summarization and translation processes 

significantly. The summarization technique predominantly follows an extractive approach, 

where key elements within the input are efficiently identified through advanced weighting and 

ranking algorithms [17]. Similarly, in reference [18], the author utilized an ensemble random 

forest method for software fault prediction using the PROMISE dataset. 

In most cases, a multidimensional pruning strategy is used for automatic text 

summarization. The difficulties presented by opinion texts' vastness and complexity, as well 

as the complexity of K-means algorithms for opinion text aggregation, are addressed by 

manifold learning [19]. ROI-1 is improved by 11% and ROI-L by 9% using the recommended 

MOOTweetSumm approach. A Fuzzy Evolutionary Algorithm for Extracted Text Summary. 

Learning-based optimization calculates the weighted average of the text pieces, and a human-

generated FIS is used to assess the recommended approach [20], yielding the sentence total 

score. The evaluation uses the CNN, DUC 2001, and DUC 2002 datasets. 

The word-based attentional system and deep learning techniques to extract data from 

text. This method uses the Convolutional Bi-GRU to extract the text's syntactic and semantic 

associations [21]. The CNN/Daily Mail and DUC 2002 datasets are used for evaluation. With 

Daily Mail scores of 55.9%, 24.8%, and 53.9% using DUC 2002 dataset and 42.9%, 19.7%, 

and 39.3% as F1 scores, the suggested technique scores R-1, R-2, and R-L measures as 32.8%, 

11.0%, and 27.5%. A deep auto-encoder-based unsupervised extraction text summary 

framework. The following three criteria form is the basis of SummCoder's summaries [22]. An 

advanced automatic coding network is used to evaluate sentence content's uniqueness, 

accuracy, placement, and significance. The similarity between two sentences determines a 

sentence's uniqueness. The SummCoder approach is assessed by using the TIDSumm dataset.  

The Bat Butterfly Optimization (BBO) and layered recurrent neural network (L-RNN) 

methods were introduced by [23]. These methods improve the classification accuracy, 

performance for software fault identification.  

An unconscious text summarization prototypical that encompasses outdated sequence-

to-sequence neural text summarization models using a heading-aware decoder and syntactic 

enrichment encoder [24]. An encoder within the sentence embedding encodes the syntactic 

structure and the word information of the sentence. Investigational consequences shown that 

the deployed methodology beats the summarization base model regarding the ROUGE 
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evaluation methodology and attains instant group presentation analogous to the extraction 

standard technique. Deep learning approach for text extraction. An attention-layered reinforced 

learning model serves as the foundation for this approach. The recommended method performs 

well on significant texts in a standardized dataset, with BLEU and ROUGE values of 0.4 and 

0.6, respectively [25]. 

The convolutional neural networks or CNNs, are used with complex generative 

algorithms, or CGA to aggregate data. It's a new way to select phrases, in contrast to previous 

models that often used greedy algorithms [26]. A study on medical datasets demonstrates that 

the proposed method outperforms competitive models by a factor of two. 5% on average, more 

similar to the orientation instant. A text extraction method in this text summary that uses the 

topic modeling methodology based on tagging-located domain awareness (LDA) [27]. A 

smoothing technique is utilized to create diverse and stimulating summaries. Following this, 

the diversity of the summary, retention rate, and ROI of the produced summaries are assessed 

to determine their efficacy. The suggested approach is evaluated by using the English dataset.  

In ref [28], the author focused on providing an efficient overview of extensive text 

collections using two valuable methods: semantic similarity and clustering. Summarizing large 

amounts of text is time-consuming and difficult, mainly when calculating semantic similarity 

during summarization. Summarizing the collected text involves in-depth processing and 

computation to produce the summary. Machine learning algorithms and AI techniques are 

widely used across various research domains to improve the accuracy and knowledge of the 

system[29]. 

3. Proposed methodology  

The proposed methodology begins with text preprocessing techniques such as stop word 

removal, stemming, and tokenization to normalize the document data. Inverse Term Quantum 

Vector Frequency Evaluation (ITQCF) is then employed to extract important terms, followed 

by a best-fit term frequency evaluation using Particle Swarm Optimization (PSO) to select key 

features. Subsequently, an optimized auto-encoder based on LSTM Gated RoBERTa 

Algorithm is utilized for content summarization. The Sequence Ranking Sentence 

Fragmentation (SRSF) method is applied to formalize sentence dependencies based on topic 

relevance, thereby improving precision in summarization. 
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The methodology commences with text preprocessing techniques such as stop word 

removal, stemming, and tokenization. These methods help in standardizing the document data 

and removing unnecessary elements that do not add value to the analysis. Next, Inverse Term 

Quantum Vector Frequency Evaluation (ITQCF) is utilized to identify important terms within 

the text. This step enables the system to focus on key aspects of the content, leading to more 

precise summarization. Following the extraction of important terms, a best-fit term frequency 

evaluation is conducted using Particle Swarm Optimization (PSO). This optimization 

technique aids in selecting key features that are most relevant to the overall context of the 

document. By employing PSO, the system is able to prioritize the most important information, 

thus improving the quality of the summary generated. 

 The next step in the proposed methodology involves the use of an optimized auto-

encoder based on the LSTM Gated RoBERTa Algorithm for content summarization. Auto-

encoders are neural network models that are adopt at capturing the latent representation of data, 

making them ideal for summarization tasks. By incorporating the LSTM Gated RoBERTa 

Algorithm, which is renowned for its ability to handle long sequences of text, the system is 

able to produce concise and informative summaries. To further enhance the precision of the 

summarization process, the Sequence Ranking Sentence Fragmentation (SRSF) method is 

employed. This method formalizes sentence dependencies based on topic relevance, thereby 

improving the coherence and fluency of the generated summary. By organizing sentences in a 

logical manner, SRSF ensures that the summarized content accurately reflects the key points 

of the original document. 

3.1 Data Preprocessing and Indexing  

First, in the pre-processing structure, all documents can be viewed as tokenized, and 

weighted terms are called documents. Each document summary is a minimum weight for the 

corresponding document containing all keywords based on the indexing terms. 

Indexing the document is a pre-processed stage. At this stage, a file is created for each 

document that contains words without stop words (at, the, the, is, an, etc.). Also, stemming is 

done to get concepts in their original form (e.g., used, used, available stemming). Each word's 

frequency is calculated in the next step, and a threshold (based on the formula) is used as code 

words. At all times in the collection form, create a table for that document. In IR systems, 

indexing is a technique that makes information retrieval more accurate, faster, and more 

relevant. Indices can be generated from keywords in stored documents. The first step is to 

elaborate the key based on the stored database. 

All indexing terms are measurements. This indexing term is usually a word of each 

document. All documents are in a vector of term or weight, and similarity approaches are 

evaluated as cosine measures by equation (1) – (6), 

 xnxxxx tttttDx .......,,, 4321                                     (1) 

 ynyyyy tttttDy .......,,, 4321                                      (2) 

Document similarity is described as cosine similarity, 
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The similarity-based Tf-df is used for weighting approaches, 

 tdtdt dfwtfdfwtf  ,,                          (4) 

 𝑤𝑡𝑓𝑡,𝑑 = {
1 + 𝑙𝑜𝑔10𝑡𝑓𝑡,𝑑

0
                     

   𝑖𝑓 𝑓𝑇𝐹𝑇,𝑑, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 dftKdf 10log                        (5) 

Finally evaluated the weight,  

  







dft
Ktfw dtdt 10,10, loglog1          (6) 

 Where, 𝑇𝑇𝐹𝑇,𝑑- Term frequency of term (t), d-document, 𝑑𝑓𝑡-document frequency, 

calculating the terms and document frequency is analysis for similarity approached. The cosine 

measurements are used for document similarity frequency for terms weights and document 

indexing values. 

3.2 Inverse Term quantum vector frequency evaluation (ITQCF) 

 After preprocessing, the text frequency term is evaluated based on vector term related 

to topic modeling to find which term has relevant weight. The ITQCF finds the predominant 

support vector term words based on frequency contains word by adjusting the sentence 

inversely proportional to create high lexicon terms. This choice of high lexical terms is 

relatively based on sentence importance, with meaningful term suggestions. Quantum 

separates the important key terms in the sequence vector space. 

The frequency vector space Tf is estimated by (7) 

 𝑡𝑓(𝑡, 𝑑) =  
𝑓𝑡,𝑑

∑ 𝑓𝑡,𝑑
′

𝑡′∈𝑑

   ………..       (7) 

Where 𝑡𝑓 is the rare total of text key term of word t in text d, and t´ are all additional terms 

inside the text. The inverse document frequency (IDF) indicates how educational the word is 

and exactly how shared or rare it is amongst the additional text. The inverse frequency is 

logarithmically evaluated in redundant term with maximum support in frequency limits are 

evaluated by (8). 

 ITQCF(𝑡, 𝐷) =  log
𝑀𝑎𝑥(𝑁)

|{𝑑∈𝐷∶𝑡∈𝑑}|+1
      (8) 

Where N is the entire number of text in the quantity N =| D |, and | {d ∈ D: t ∈ d} | is the amount 

of text containing term t, and 1 is supplementary to the denominator to evade division by zero 

if the term is absent in the corpus. The ITQCF is calculated using the multiplication of equation   

(7) and (8); and result get it (9) 

   ITQCF(t, d, D)  =  tf(t, d)  ×  IDF(t, D)      (9) 
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The frequency correlation terms are extracted by matching the predominant work which 

is relatively to topic content. The retained words are important to formalize, as key terms to 

estimate the absolute mean count weight in each sentence.  To perform the text summarization 

task with the proposed method, first extract keyword-based key terms from the given 

information and rank the documents. 

Document Ranking  

 Selecting the most relevant document 𝐷1, which queries frequently evaluated document    

weights. 

 Ranking the other document frequencies of low-weight terms in the document set  

Calculating the summary length in equation (10) 

   1/6.02.0 3   NLeLeLe x

sqTDx
                  (10) 

To generate a summary, to be given the summary length of each term (𝐿𝑒𝑇), Length 

(𝐿𝑒𝐷𝑥) of sequence 𝐷𝑥is calculated based on the terms (sentence) weights, and N is the number 

of retrieved documents using keywords. Collect keywords used in the searching field and save 

them in a separate document file to analyze the terms and sentence length. 

3.3 Sentence feature analysis- PSO 

In the PSO methodology, birds in feature terms are characterized by particles. These 

particles can be well-thought-out modest agents that "fly" via the space in question. Represents 

a solution to a particle position problem in a multidimensional issue space. As particles move 

toward new positions, different solutions to the problem are generated. The fitness 𝑟𝑏𝑒𝑠𝑡 
function of the respective particle in the swarm is evaluated and associated with the fitness of 

the particle's preceding 𝑞𝑏𝑒𝑠𝑡 state. After finding two optimal values, the 𝑥𝑡ℎ particle evolves 

by optimizing its speed and position according to the following equation: 

𝑘𝑥𝑐 = 𝑜 ∗ 𝑘𝑥𝑐 + 𝐺1∗𝑟𝑎𝑛𝑑1 ∗ (𝑞𝑏𝑒𝑠𝑡 − 𝑎𝑥𝑐) + 𝐺2 ∗ 𝑟𝑎𝑛𝑑2 ∗ (𝑟𝑏𝑒𝑠𝑡 − 𝑎𝑥𝑐)           (11) 

𝑎𝑥𝑐 = 𝑎𝑥𝑐 + 𝑘𝑥𝑐                                                         (12) 

Among them, 𝑐 represents the dimension of the problematic space. Undefined estimates 

in the range (0,1) of 𝑟𝑎𝑛𝑑1 and 𝑟𝑎𝑛𝑑2 undefined values 𝑟𝑎𝑛𝑑1 and 𝑟𝑎𝑛𝑑2 are depleted for 

comprehensiveness, i.e. to ensure that the particles explore a large search space already 

congregating to the ideal resolution. 𝐺1 and 𝐺2 are constants recognized as acceleration 

coefficients. The estimations of 𝐺1 and 𝐺2 rheostat the weight balance of 𝑞𝑏𝑒𝑠𝑡 and 𝑟𝑏𝑒𝑠𝑡 in 

determining the subsequent move of the particles. 𝑜 is inertia weight coefficient. An 

enhancement over the original BSO is that 𝑜 is not fixed during execution. Instead, it starts 

from a maximum value and decreases linearly with the amount of iterations, with a minimum 

assessment initially set to 0.9 and then to 0.4.  

𝑜 = (𝑜 − 0.4)
(𝑀𝐴𝑋𝐼𝑇𝐸𝑅−𝐼𝑇𝐸𝑅𝐴𝑇𝐼𝑂𝑁)

𝑀𝐴𝑋𝐼𝑇𝐸𝑅
+ 0.4                           (13) 

Max-iteration represents the maximum amount of iterations and signifies the existing 

amount of iterations. The inertia weight factor w prevents particles from stagnating at local 

optima by changing their velocities, thereby providing the necessary diversity for the 

population. The relative sentence by object terms are that progressively diminishing the 
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assessment of inertia weight factor as of a elevated assessment through the search process 

improves the search efficiency. 

Equation 14 states that every particle archives its existing coordinates 𝑎𝑥𝑐 and velocity 

𝑓𝑥𝑐, which describes how fast the particle is moving in one dimension in the problematic space. 

At each generation, the particle's new position is calculated by the accumulation of the 

particle's existing velocity vector, 𝑘, to its position vector, 𝑎. 

The finest fitness estimations are kept informed at every generation, constructed on 

𝑄𝑥(ℎ + 1) = {
𝑄𝑥(ℎ) 𝑓(𝐴𝑥(ℎ + 1) ≤ 𝑓(𝐴𝑥(ℎ))

𝐴𝑥(ℎ + 1) 𝑓(𝐴𝑥(ℎ + 1) > 𝑓(𝐴𝑥(ℎ))
}                       (14) 

By means of a population-on the basis search methodology, the PSO considers discrete 

in the population to be a particle in the search space. Suppose that the position of the 𝑥𝑡ℎ 

particle is 

𝑄𝑥(ℎ) = (𝑞𝑥1, 𝑞𝑥2,… , 𝑞𝑥, 𝐶) its velocity is 𝐾𝑥(ℎ) = (𝑘𝑥1, 𝑘𝑥2,… , 𝑘𝑥, 𝐶), the ideal 

location initiates by this particle up to now 

𝑆𝑚𝑥(ℎ) = (𝑠𝑚𝑥1, 𝑠𝑚𝑥2, … , 𝑠𝑚𝑥, 𝐶) the ideal location initiates by the swarm up to 

now is 𝑅𝑚𝑥(ℎ) = (𝑟𝑚𝑥1, 𝑟𝑚𝑥2,… , 𝑟𝑚𝑥, 𝐶 ) then, this particle is reorganized as respects, 

{
 
 

 
 𝑘𝑥.𝑦(ℎ + 1) = 0 𝑥 𝑘𝑥.𝑦(ℎ) + 𝑑1 𝑥 𝑔1 𝑥 (𝑠𝑚𝑥.𝑦(ℎ) − 𝑞𝑥.𝑦(ℎ))

+𝑑2 𝑥 𝑔2 𝑥 (𝑟𝑚𝑥.𝑦(ℎ) − 𝑞𝑥.𝑦(ℎ))

𝑞𝑥.𝑦(ℎ + 1) = 𝑞𝑥.𝑦(ℎ) + 𝑘𝑥.𝑦(ℎ + 1)

(15) 

where, ℎ is the iteration times, 𝑔1 and 𝑔2 are two acceleration coefficients, 𝑑1 and 𝑟2 

are undefined numbers among [0, 1], and inertia weight 𝑜 of particle proceeding fly velocity. 

With the purpose of converting the distinct multi-label feature selection challenge 

interested in an unremitting issue appropriate for particle swarm optimization, this novel 

method adopts a practical encoding protocol termed probability-based encoding protocol. This 

methodology retrieves the odds estimates of the feature selected as a particle encrypting 

component. Therefore, the particles with the largest number of probability values are the most 

likely solutions to the problem. If we take particles 𝑄𝑥(ℎ) = (𝑞𝑥1, 𝑞𝑥2, … , 𝑞𝑥, 𝐶) with 

probability 𝑞𝑥, 𝑐 > 0.5, 𝑐 = 1,2, … , 𝐶 then the c -th properties are as follows. Select the 

consistent feature subcategory. Or else it will not exist. 

We adopt two purposes: the number of features as a performance of multi-label 

cataloging fault and the fitness of the algorithm. Various metrics such as Hamming loss, 

precision, 1-error, coverage, and rank loss are intended to estimate the classification execution 

of multi-label classifiers. As with around multi-label classification methodologies, we deploy 

the Hamming loss (𝐻𝑙𝑜𝑠𝑠) to estimate the particle classification fault proportion. This is |L| 

the amount of illustrations L in the test data set, the truth class label set and the label set are 

the classifier p, 𝑏′𝑥,and 𝑏𝑥, 𝑥 = 1,2, … , |𝐿| predicted by the 𝐻𝑙𝑜𝑠𝑠 is distinct as: 

𝐻𝑙𝑜𝑠𝑠(𝑝, 𝐿) =
1

|𝐿|
∑

1

|𝐺|
|𝑏𝑥∆𝑏′𝑥

|𝐿|
𝑥=1                                (16) 

here, Δ epitomizes the symmetric variance among the two arrays, and |G| represents the 

number of labels.  Therefore, the fitness performance of the particle is written as 
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𝑚𝑖𝑛 𝑇(𝑄𝑥) = (𝐻𝑙𝑜𝑠𝑠(𝑄𝑥, 𝐿), |𝑄𝑥|                               (17) 

where |𝑄𝑥| is the number of features contain by the particle 𝑄𝑥  . 

The PSO is noted for its fast convergence speed. However, due to the rapid 

convergence speed, PSO-based algorithms often converge to the wrong Pareto front. In this 

novel, the adaptive stochastic mutation is adopted to encompass the search capability of the 

deployed methodology. This operator uses 𝑄𝑝 iteratively to regulate the mutation odds and 

threshold of individual particle. By the side of every iteration, initial 𝑄𝑝  is reorganized 

conferring to the subsequent method. 

𝑄𝑝 = 0.5 ∗ 𝑒
(−10∗ℎ 𝐻⁄ ) + 0.01                                     (18) 

 𝐻 is the highest number of iterations. We can see that the estimation of 𝑄𝑝 decreases 

exponentially as the number of iterations upsurges. Next, every particle in the population is 

investigated in chance. Suppose 𝑄𝑝 is greater than or equal to an undefined number among [0, 

1]. In this case, perform a mutation on the existing particle like this: Primary, we arbitrarily 

select U attributes as of this particle and re-initialize the estimations of these attributes in the 

search space. At this time, the estimation of U is an integer deployed to regulate the range of 

variation.  

𝑈 = 𝑚𝑎𝑥{1, ⌈𝐶 ∗ 𝑄𝑝⌉}                           (19)                                                                                    The 

local exploration tactic on the basis of differential learning is deployed to discover regions 

through scattered resolutions in the search space to progress the execution of the methodology, 

specifically the self-learning ability of the leading particles in the population. In this approach, 

foremost, the outcome through a large cluster distance in the archive is designated as the basis 

vector for differential learning and denoted as 𝐴𝑏𝑒𝑠𝑡.  

𝐴′𝑥 = 𝐴𝑏𝑒𝑠𝑡 + 𝑇. (𝐴𝑛1 − 𝐴𝑛2)                 (20)                                                                            

Then, two undefined resolutions as of the archive (notations 𝐴𝑛1  and 𝐴𝑛2) are set as 

difference vectors. A state of art outcome is formed by the accumulation of the variance among 

𝐴𝑛1  and 𝐴𝑛2  to the basis vector 𝐴𝑏𝑒𝑠𝑡.  

3.4 LSTM gated RoBERTa sentence fragmentation  

 The key term features can be predicted by processing ordinal data at irregular time 

intervals using LSTM techniques in the input layer. By iterating the hidden layer outputs, 

training samples on different time series are efficiently managed within LSTM methods. 

Moreover, a sigmoid function can be integrated into the model's output layer as an activation 

function for multi-label output. Furthermore, the LSTM method consists of a single unit with 

input, output, and forget gate. The cell analyses the estimates at various time points and 

estimates the stream of info in and out through the three gates. The forgetting threshold can be 

calculated by the onward circulation of the LSTM network. The input parameters of the 

oblivion gate are calculated using the time vector of the three-dimensional vector in smooth 

time intervals. The old cell positions can be updated using the LSTM technique to create 

temporary positions. The RNN method is an artificial neural model that can identify important 

terms through the connections between units that form directed loops. Arbitrary embedding 

arrays can be utilized as input to express dynamic timing behavior based on internal memory 

networks. Additionally, the hidden units of the RNN model can estimate the length of the input 

data comprising the output layer and the last time. For each time step's hidden layer output, the 

heart diagnosis probability is predicted using a sigmoid activation function. The predicted 
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damage at every time phase is derived by incorporating the actual cataloging labels. Moreover, 

the total predicted loss across every period step and the loss from the final time step can serve 

as the LSTM-RNN model's loss function for parameter updates in the key term data. 

Each gate has a point-wise multiplication function and a sigmoid activation function. 

Equations 1 through 3 show the results of the elementary unit of LSTM calculation. The forget 

gate takes the time vector as input, and a smooth computation of the time step yields a three-

dimensional vector. Let’s assume k-time, σ −logistic sigmoid function, bk −output forget gate, 

ck and Hk −input and output gate, hk−1, pk −input and previous hidden state, z-weight 

matrices 

bk = σ(zb[ok−1, pk] + fb)                                                                        

ck = σ(zc[ok−1, pk] + fc)                                                                         

hk = σ(zh[ok−1, pk] + fh)                                                                       (21) 

A smoothing vector calculates the time interval between consecutive time slices, as 

outlined in equations 4 and 5. Let’s assume k-time, ∆k−1 −time interval, Xbx∆k−1 −time 

interval smoothening vector, xb −weight parameter,  

bk = σ(z[ok − 1, pk] + Xbx∆k−1: k + fb)    and                                                          

X ∆K − 1: k = (∆K − 1: k60, (∆K − 1: k180)2, (∆K − 1: k365)3)                    (22) 

Equations 6 and 7 indicates that the impotent key term on sentence information is stored 

in the unit state, and the old unit state is updated to create a temporary state. Let’s assume 

fi and zi −connection weight of temporary state, i~k −new candidate value,  

i~k = tan h (zi[ok−1, pk] + fi)    and ik = bk ∗ ik−1 + ck ∗ i
~k    (23) 

As indicated in equation 8, the final network output is evaluated utilizing the 

subsequent method as the input to the current hidden state. Equation 9 illustrates the compute 

element-wise logistic sigmoid function or a nonlinear activation function to get the hidden 

level-based weight matrix. Where ok −current hidden state, ik&ok −input time step, 

hk −output state, o-hidden unit, R and z-weight matrix, m−non-linear activation or sigmoid 

function. 

ok = hk ∗ tan h (ik) and ok = m(Rpk + zok−1)                    (24) 

 Equation 10 indicates the normality factor for the output value by analyzing the 

conditional probability of the input value and calculating the value proportionate to the 

function's product. Calculate the score function for the output sequence prediction as shown in 

Equations 11 and 12. Let’s assume wp −normalization factor, V(q, p) −cliques set, 

V(Qv, Pv) −clique potential, y-sequence, σ(P, Q) −score function, A-transition score matrix, l-

length, X-matrix score, xc, qc −score of tag data, Eqcqc+1 −score of transition tag, arguments 

X(Q|P) =
1

wp
∏ Φvv∈V(q,p) (Qv, Pv)                                                                  

Q∗ = arq∈Qσ(P, Q)                                                                                          

σ(P, Q) = ∑ Eqcqc+1
l
c=0 + ∑ xc, qc

l
c=1                                                              (25) 
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In equation 13, the classification probability vector for important prediction is 

calculated using a sigmoid function in a single time slice, showing the output probability of 

diagnosis. The calculation of the label prediction probability vector involves summing the 

prediction losses across every period slice and applying a weight to the cumulative sampling 

loss, factoring in the estimate loss from the final period slice.  Let’s assume q̂ −probability 

vector, q̂c −text term frequency of probability vector, N-loss function, i-dimension class label 

vector, q(k) −label of time slice, α −hyperparameter model. 

σ(P, Q) {
N(q̂, q)

1

|i|
∑ −c=⌈i⌉
c=1 (qc. log(q̂c) + (1 − qc). log(1 − q̂c))

N = α
1

K
∑ N(q̂(k) − q(k)) + (1 − α). N(q̂(K) − q(K))K
k=1

                       (26) 

 The classification label of a time slice represents a predicted probability vector.  

Compute the total expected loss across all time slices and weight the final time slice against 

the loss of the complete sample. Diagnostic classification with the LSTM-RNN model can 

offer the probability output for diagnosis. 

RoBERTa Algorithm 

The RoBERTa algorithm enables the analysis of causal relationships between 

important key term based on sequences of word-to-word proceedings. It can be analyzed that 

the input sequence of the BERT algorithm is more constant and accurate than the original 

sequence. The parameters can be updated utilizing the same transformer structure assessed by 

the original BERT method. A stochastic objective function consisting of a vector of 

exponential decay rate parameters for moment estimation can be used to predict sentence 

sequence. In addition, the gradient can improve the bias's first and second raw moment 

estimates by estimating random target time steps. Furthermore, the BERT algorithm can 

optimize the bias parameters of the corrected first bias-corrected second raw moment 

evaluation. 

Algorithm: RoBERTa  

Input: Feature key term learning rate 

Output: Update Parameter θk 

Start  

Compute the initial moment vector G0 ← 0 

Calculate the vector's second moment S0 ← 0 

Begin time step k ← 0 

For each θk do 

k ← k + 1 

 Calculate the stochastic gradients over time 

mk ← ∇0bk(θk−1) 

 Compute the updated bias of the first and second original moments. 
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Gk ← β1. Gk−1 + (1 − β1).mk

Sk ← β2. Sk−1 + (1 − β2).mk
2  

 Estimate the bias-corrected first and second raw moments. 

Gk̂ ← Gk/(1 − βk
1)

Sk̂ ← Sk/(1 − βk
2)

 

 Parameter update θk ← θk−1 − α. Gk̂/ (√Sk̂ + ϵ) 

End for each 

Return θk 

Stop 

  Let’s assume β1, β2 −exponential decay rate, α −leaning rate, t-time step, G-moment, 

S-vector, b-function, M-gradient vector, bk(θk−1) −objective function, θ0 −initialize 

parameter, θ −parameter. 

3.5 Sequence Ranking sentence fragmentation (SRSF) 

Utilizing key-based ranking to retrieve and summarize relevant information from 

unstructured documents employing a simple similarity measure to calculate the similarity 

between queries, a separate ranking model is created for each training key and its 

corresponding document. The sentences are ranked based on their scores, determined by 

tokenizing the sentence and identifying the token with the highest frequency. To eliminate the 

redundancy, a cosine similarity matrix is employed. The rank function prioritizes the removal 

of more sentences than non-extracted sentences in each training document rather than training 

a classifier for sentence extraction. 

Algorithm: SRSF 

Step 1:  Collection of Indexing Documents 

For each document: 

Perform relevance key term on topic relevance sequence using a hashtag key. 

Remove irrelevant words and tokenize the remaining words. 

Step 2:  Extracting Sentences from the hashtag Key terms 

Extract features from the key, such as  

term length, position, similarity, nouns, weight, date, and numerical data. 

Step 3:  Sentence Score Calculation 

Calculate a score for each sentence based on the extracted features. 

Step 4:  Sentence Grouping Using Key Searching 

Group sentences based on their similarity to the key terms. 
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Remove similar terms to avoid redundancy. 

Step 5:  Ranking 

Rank the sentences based on their position within the document. 

Step 6:  generate sequence relevance hashtag relevant sentence  

        Select sentences based on the calculation of term weights and generate scores  

        for each     sentence. 

For each sentence feature term, u_s 

Retrieve the user's queries (Qs=u_r.getKeySet()). 

Segment the key set by function values. 

For each key set, Q_(sr) 

If the document contains Q_sr 

If the score values for Q_sr in the document < dataset for Q_sr 

Update the values for Q_sr in the dataset. 

Else 

Add Q_sr to the document. 

Return the document. 

Step 7:  Summarization 

Generate a summary based on the selected sentences from the document. 

Step 8:  Stop 

The proposed work extracts information features and uses similarity measurement 

techniques to generate sentence scores. Once the sentence score is generated, the sentence is 

generated. Sort the set of queries and sentences in each group and include the sentences with 

relatively high scores in each set in the final summary. A summary of a text document is created 

by identifying the basic sentences in the document. 

4. Results and discussion: 

The experimental results demonstrate that the proposed system significantly enhances the 

precision rate and reduces sentence fragmentation in text summarization for social media 

content. By leveraging the PSO-optimized LSTM Gated RoBERTa Algorithm, the system 

achieves high performance in terms of F1 score and time complexity, showcasing its 

effectiveness in handling vast amounts of information efficiently. The integration of advanced 

AI techniques and optimization algorithms proves to be instrumental in improving the overall 

quality of content extraction and summarization. The dataset is collected from Twitter API 

using the Python interface. The collected data was stored for preprocessing and checking for 

the normalization process, having 472 documents from COVID-19 logs and 5678 sentences 

and observed key terms with 17 Topics. The accuracy and precision of the proposed method 
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are calculated and tested with a confusion matrix in Python language. Sentences or words that 

are semantically matched with WordNet-based trained data are tested.  

                                    

 

 

 

 

 

 

 

                                       

Figure 2. Twitter Covid-19 tweet data loading 

Table:1 Feature representation with key terms 

 

Table:2 Topic representation with key terms 

 

In Figure 2, The twitter data is loaded into the database. The data is preprocessed, and the 

similarity score is calculated using WordNet. Large numbers of data are collected on the 

database for similarity-based extraction.   
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Figure 3 and 4:   Covid WordNet term weight evaluation based on topic relevance 

 

Figure 6 shows that data related to Covid-19 lexicons are stored in the trained data set. The 

lexicons and syntax that are relevant to COVID news are stored manually using WordNet and 

semantic matching. This trained WordNet is used to calculate the semantic similarity score of 

the system.  The accuracy of data classification using similarity score is shown in the below 

graph. Figure 7 shows the accuracy of data classification in the proposed system improves 

better than existing k-means, and SVM classifier algorithms.  

Table :3 Comparison of proposed Precision, Recall and F1 measure  

  

  

Classifiers 

  

Precision(P), Recall(R) and F1 Score (%) 

Food Service Staff Ambience 

P R F1  P R F1  P R F1  P R F1  

Naive 

Bayes 

0.86 0.85 0.85 0.94 0.94 0.94 0.95 0.95 0.95 0.91 0.91 0.91 

Decision 

Tree 

0.91 0.91 0.91 0.95 0.95 0.95 0.94 0.94 0.94 0.91 0.90 0.90 

SVM 0.94 0.93 0.93 0.96 0.96 0.96 0.96 0.95 0.95 0.95 0.95 0.95 

ACO-

DBNTS 

0.95 0.94 0.94 0.98 0.97 0.97 0.97 0.96 0.96 0.97 0.96 0.96 

LSTMg-

RoBERTa 

0.97 0.96 0.96 0.98 0.98 0.98 0.98 0.97 0.97 0.97 0.97 0.97 
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The precision is about similarity, which is how effectively matched and data is classified. The 

proposed system has classifications that are very accurate when every data is sentimentally 

classified based on lexicon and semantics. 

 

 

    Figure 5 Confidence sentence score evaluation 

The estimation of how close the features are extracted to a particular domain is measured in 

Figure 8. The proposed methodology computes similarity two times while optimizing relevant 

data to a particular domain. So that highly relevant and most accurate data can be extracted 

and stored using our proposed semantic similarity k-means-ACO method.  

Figure 6: word similarity measure and feature extracted. 
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From figure 6, it's clear that semantic score helps to extract the related data more. Machine 

learning techniques like SVM and K-means show less similarity matching performance 

compared to our proposed algorithm. This classification is the first step in the sentimental 

analysis before the further polarity allocation process. Sometimes, the same data can be 

relevant to two or more domains. This problem is also handled in our problem. Semantic 

similarity matching is important in all fields of data classification. The limitation of the 

proposed method is that similarity calculation has to be improved by high-level methods. In 

our proposed method, a simple methodology is tested. Furthermore, semantic techniques can 

be studied to improve performance.  

 

 

Figure 7. Total number of lines in summary Vs raw text 

For example, the recommended size ratio for summaries is 33 to 40%, but some 

summaries may have a specified text size ratio of up to 80%. As seen in Figure 7, about 40 

things are separated into subsections. 

Table:4 Comparison of summarized content mean rate 

Model Sentence length  mean 

count in % ) 

Summarized content length  

mean count in % 

Decision tree 45.17 30.34 

SVM 37.22 22.21 

ACO-DBNTS 37.72 15.42 

LSTMg-RoBERTa 43.12 13.72 
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Figure 8: Recommended data using ACO-DBNTS technique vs. PSO-RoBERTa 

Figure 8 represents semantic data retrieving for Twitter data recommendation. The ACO 

technique helps to retrieve more news than existing hashtag methods. The pheromone level is 

used to match the data and retrieve the more relevant data from the server.  

5. Conclusion  

In conclusion, the implementation of sentence-based frequency fragmentation text 

summarization using the PSO-optimized LSTM Gated RoBERTa algorithm presents a 

promising solution for handling the challenges posed by information overload on social media 

platforms. By prioritizing key features and optimizing the summarization process, the proposed 

system offers a more precise and efficient approach to extracting valuable insights from social 

media content. Future research could explore further enhancements and applications of this 

methodology in diverse domains to maximize its impact on information handling and 

knowledge extraction in the digital era. These results indicate that our proposed method, QS-

RSDR, performs better than the existing approaches in terms of minimizing false 

classifications. With a lower false rate, QS-RSDR demonstrates its effectiveness in providing 

more accurate and reliable information retrieval compared to the other methods. By reducing 

the false rate, QS-RSDR enhances the precision and reliability of the document summarization 

process. These findings support the notion that our proposed method improves the quality of 

search results and contributes to a more effective and efficient information retrieval system. 

The number of features extracted from the dataset using optimal PSO-based classification is 

higher and more accurate resulting in a precision rate of 97.6 % and recall rate of 96.2%, better 

than other existing methods. The extracted feature is more relevant to the particular domains 

on topic modeling summarized with LSTMG-RoBERTa. It improves the accuracy of 97.8 % 

of summarized content as well compared to the other systems. 
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