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This paper examines the maintenance model for a decaying system, taking into 

account the alpha-series process independently as well as successive running 

and restore times that follow a partial square sum process. Assume that the 

system's degeneration is stochastic and that it cannot be "as good as new" after 

restoration. In light of these presumptions, we employ a replacement method 

based on the system's failure quantity. An explicit formula for the long run 

mean cost for each unit time under 𝑁strategy is used to construct an analytically 

determined optimal replacement strategy N^* for minimising the long run mean 

cost for each unit time. There is also a numerical example provided.  
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1. Introduction 

Let {𝑋𝑛 , 𝑛 = 1,2,3,4 …  be a sequence of independent non-negative random variables and 

let 𝐺(𝑥) be the distribution function of 𝑋1. Then {𝑋𝑛+1, 𝑛 = 1,2,… } is known as a partial 

sum process, in the event that the distribution function of 𝑋𝑛+1, is 𝐺{2𝑛−1 𝛽0
2} where 𝛽0

2 > 0 

are constants with 𝛽𝑛
2 = 𝛽0

2 + 𝛽1
2 + 𝛽2

2 +⋯+ 𝛽𝑛−1
2 . 

Lemma 1.1. For real 𝛽𝑛
2, 𝛽𝑛

2 = 2𝑛−1𝛽0
2. 

Proof. When 𝑛 = 1 , 𝛽1
2  = 𝛽0

2, As a result, the result is correct for 𝑛 = 1. 

Assume that the result is correct for 𝑛 = 𝑘. 

𝛽𝑛+1
2 = (𝛽0

2 + 𝛽1
2 +⋯+ 𝛽𝑘−1

2 ) + 𝛽𝑘
2 

= 2𝛽𝑘
2 
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                                                          = 2(2𝑘−1𝛽0
2)  (by induction assumption) 

                                                    = 2(𝑘+1)−1𝛽0
2 

As, a result, the result is correct for 𝑛 = 𝑘 + 1 also . 

Thus the distribution function of 𝑋𝑛+1 is 𝐺(2𝑛−1𝛽0
2) for 𝑛 = 1,2,3,… 

Therefore the density function of 𝑋𝑛+1 is  

𝑔𝑛+1(𝑥) = 𝛽𝑛
2 𝑔(𝛽𝑛

2𝑥) 

Lemma 1.2.  Let 𝐸(𝑋1) = 𝜇 then for 𝑛 = 1,2,3,… then 𝐸(𝑋𝑛+1) =
𝜇

2𝑛−1𝛽0
2 . 

Proof.    𝐸(𝑋𝑛+1) = ∫ 𝑥 𝑔𝑛+1(𝑥)𝑑𝑥
∞

−∞
 

= ∫ 𝑥 𝛽𝑛
2𝑔(𝛽𝑛

2𝑥)𝑑𝑥
∞

−∞

 

Put  𝑦 = 𝛽𝑛
2𝑥   ⟹ 𝑥 =

𝑦

𝛽𝑛
2 

𝑑𝑥 =
1

𝛽𝑛
2 𝑑𝑦 

𝐸(𝑋𝑛+1) = ∫
𝑦

𝛽𝑛
2  𝑔(𝑦)𝛽𝑛

2
1

𝛽𝑛
2 𝑑𝑥

∞

−∞

 

                                                            =
1

𝛽𝑛
2 ∫ 𝑦 𝑔(𝑦)𝑑𝑦

∞

−∞
 

=
1

𝛽𝑛
2 𝐸(𝑌) 

=
1

𝛽𝑛
2 𝐸(𝑋1) 

𝐸(𝑋𝑛+1) =
𝜇

2𝑛−1𝛽0
2  for 𝑛 = 1,2,… 

Lemma 1.3. The partial sum process {𝑋𝑛, 𝑛 = 1,2, … } with parameter 𝛽0
2 > 0  

stochastically decreasing and hence it is a monotone process.  

Proof. Note that for any 𝛿 ≥ 0, 

𝐺(𝛿) ≤ 𝐺(𝛽0
2𝛿) ≤ 𝐺(2𝛽0

2𝛿) ≤  ⋯ ≤ 𝐺(2𝑛−1𝛽0
2δ) 

𝑃(𝑋1 > 𝛿) ≥ 𝑃(𝑋2 ≥ 𝛿) ≥ 𝑃(𝑋3 > 𝛿)…𝑃(𝑋𝑛 > 𝛿) 
This implies that {𝑋𝑛, 𝑛 = 1,2,3,… } is stochastically decreasing. 

Given a sequence of non-negative random variables {𝑌𝑛, 𝑛 = 1,2,3,… } if they are 

independent and the distribution function of 𝑌𝑛 is given by 𝐹(𝑛𝛼𝑦)  for                               

𝑛 = 1,2,3, … where 𝛼 is a real number, then {𝑌𝑛, 𝑛 = 1,2,3,… }  is called an alpha-series  

process. 

Result 1.4 Given a alpha-series process {𝑌𝑛, 𝑛 = 1,2,3,… }. If 𝛼 < 0, then {𝑌𝑛, 𝑛 =
 1,2,3,… }  is stochastically increasing. 

Result 1.5. Let 𝐸(𝑌1) = 𝜆 then 𝐸(𝑌𝑛) =
𝜆

𝑛𝛼
. 

 

2 MODEL PRESUMPTIONS 

A1. First, a new system is installed. It is possible to replace a malfunctioning system with an 

identical new one. 

A2. Let 𝑋1 be the running time before the 1st  failure and let 𝐺(𝑋) be the distribution 

function of 𝑋1. Let 𝑋𝑛+1 be the running time after the 𝑛 repair for 𝑛 = 1,2,3,…  Then the 
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distribution function of 𝑋𝑛+1 is  (𝛽𝑛
2𝑥), where 𝛽𝑛

2  > 0 are constant. That is the successive 

running times {𝑋𝑛+1, 𝑛 = 1,2,3,… }  after restore constitute a decreasing partial sum process. 

Also assume that 𝐸(𝑋1) = 𝜇 > 0 and  𝜇𝑛+1 = 𝐸(𝑋𝑛+1) =
𝜇

2𝑛−1𝛽0
2. 

A3. Let 𝑌1 be the restore time after the 1st failure and let 𝐹(𝑦) be the distribution function of  

𝑌1.  Let  𝑌𝑛 be the restore times after 𝑛 failure. Then the distribution function of 𝑌𝑛 is  

𝐹(𝑛𝛼𝑦) for 𝑛 = 1,2,3,… where 𝛼 < 0 is a real number and 𝜆𝑛 = 𝐸(𝑌𝑛) =
𝜆

𝑛𝛼
. That is  

the consecutive restore times {𝑌𝑛, 𝑛 = 1,2,3,… } form an increasing alpha-series process. 

A4. The running times {𝑋𝑛 , 𝑛 = 1,2,3,… } and restore times {𝑌𝑛, 𝑛 = 1,2,3, … }  are  

independent. 

A5. Let 𝑅 be the time of replacement with 𝐸(𝑅) = 𝜓. 

A6. The maintenance cost is 𝜁, the award rate is 𝛼 and the replacement cost is 𝜉. 

𝐶(𝑁) =
𝑇ℎ𝑒 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑐𝑜𝑠𝑡 𝑖𝑛𝑐𝑢𝑟𝑟𝑒𝑑 𝑖𝑛 𝑎 𝑐𝑦𝑐𝑙𝑒

𝑇ℎ𝑒 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑎 𝑐𝑦𝑐𝑙𝑒
 

=
𝐸(𝜁 ∑ 𝑌𝑛 + 𝜉 − 𝜏∑ 𝑋𝑛

𝑁
𝑛=1

𝑁−1
𝑛=1 )

𝐸(∑ 𝑋𝑛 + ∑ 𝑌𝑛 + 𝑅
𝑁−1
𝑛=1

𝑁
𝑛=1 )

 

=
𝜁 ∑ 𝐸(𝑌𝑛) + 𝜉 − 𝜏∑ 𝐸(𝑋𝑛)

𝑁
𝑛=1

𝑁−1
𝑛=1

∑ 𝐸(𝑋𝑛) + ∑ 𝐸(𝑌𝑛) + 𝐸(𝑅
𝑁−1
𝑛=1 )𝑁

𝑛=1

 

Thus 

𝐶(𝑁) =
𝜁 ∑ 𝜆𝑛 + 𝜉 − 𝜏 ∑ 𝜇𝑛

𝑁
𝑛=1

𝑁−1
𝑛=1

∑ 𝜇𝑛 + ∑ 𝜆𝑛 +
𝑁−1
𝑛=1 𝜓𝑁

𝑛=1

…(1) 

 
3 OPTIMAL REPLACEMENT STRATEGY 𝑵∗ 
We will decide 𝑁∗ for minimizing 𝐶(𝑁) under 𝑁 strategy. From equation (1) 

𝐶(𝑁) =
(𝜁 + 𝜏) ∑

𝜆
𝑁𝛼
 +  𝜉 +  𝜏𝜓𝑁−1

𝑛=1

∑
𝜇

2𝑛−1𝛽0
2  + ∑

𝜆
𝑁𝛼
 + 𝑁−1

𝑛=1 𝜓𝑁
𝑛=1

− 𝜏…(2) 

𝐶(𝑁 + 1) − 𝐶(𝑁) 

= (
(𝜁 + 𝜏)∑ λ𝑛 + 𝜉 + 𝜏𝜓

𝑁
𝑛=1

∑ 𝜇𝑛 +∑ λ𝑛 +
𝑁
𝑛=1 𝜓𝑁+1

𝑛=1

− 𝜏) − (
(𝜁 + 𝜏)∑ λ𝑛 + 𝜉 + 𝜏𝜓

𝑁−1
𝑛=1

∑ 𝜇𝑛 + ∑ λ𝑛 +
𝑁−1
𝑛=1 𝜓𝑁

𝑛=1

− 𝜏) 

= (
(𝜁 + 𝜏)∑ λ𝑛 + 𝜉 + 𝜏𝜓

𝑁
𝑛=1

∑ 𝜇𝑛 +∑ λ𝑛 +
𝑁
𝑛=1 𝜓𝑁+1

𝑛=1

−
(𝜁 + 𝜏)∑ λ𝑛 + 𝜉 + 𝜏𝜓

𝑁−1
𝑛=1

∑ 𝜇𝑛 + ∑ λ𝑛 +
𝑁−1
𝑛=1 𝜓𝑁

𝑛=1

) 

After Simplifications, we get 

   𝐶(𝑁 + 1) − 𝐶(𝑁) 

=

(
(𝜁 + 𝜏)𝜆 (2𝑁−1𝛽0

2 (𝜇 + ∑
𝜇

2𝑛−2𝛽0
2

𝑁
𝑛=2 ) − 𝑁𝛼𝜇∑

1
𝑛𝛼
+ψ2𝑁−1𝑁−1

𝑛=1 𝛽0
2) −

(𝜉 + 𝜏𝜓)𝜇𝑁𝛼 + 𝜆 2𝑁−1𝛽0
2

)

(2𝑁−1𝛽0
2 𝑁𝛼 ((𝜇 + ∑

𝜇
2𝑛−2𝛽0

2
𝑁+1
𝑛=2 ) + ∑

λ
𝑛𝛼
+ ψ𝑁−1

𝑛=1 )  (𝜇 + ∑
𝜇

2𝑛−2𝛽0
2

𝑁
𝑛=2 ) + ∑

λ
𝑛𝛼
+ ψ𝑁−1

𝑛=1 ))

… (3) 

 

Let, 𝐵(𝑁) 
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 =

(𝜁 + 𝜏)𝜆 (2𝑁−1𝛽0
2 (𝜇 + ∑

𝜇
2𝑛−2𝛽0

2
𝑁
𝑛=2 ) − 𝑁𝛼𝜇∑

1
𝑛𝛼
+ ψ2𝑁−1𝑁−1

𝑛=1 𝛽0
2)

 (𝜉 + 𝜏𝜓) (𝑀𝑁𝛼 + 𝜆2𝑁−1𝛽0
2)

… (4) 

Now, we prove the following Lemma. 

Lemma 3.1. 

𝐶(𝑁 + 1) > 𝐶(𝑁) ⟺ 𝐵(𝑁) > 1 

𝐶(𝑁 + 1) = 𝐶(𝑁) ⟺ 𝐵(𝑁) = 1 

𝐶(𝑁 + 1) < 𝐶(𝑁) ⟺  𝐵(𝑁) < 1 

Proof. From Equation (3), the indication of 𝐶(𝑁 + 1) − 𝐶(𝑁) is plainly equivalent to the 

indication of its numerator. Since the denominator of 𝐶(𝑁 + 1) − 𝐶(𝑁) is always positive. 

Lemma 3.2.𝐵(𝑀) is non-diminishing in 𝑀. 

Proof. From equation (4), 

Let 𝑘(𝑁) =
(𝜁 + 𝜏)𝜆

 (𝜉 + 𝜏𝜓) (𝑀𝑁𝛼 + 𝜆2𝑁−1𝛽0
2)(𝑀(𝑁 + 1)𝛼 + 𝜆2𝑁𝛽0

2)
 

𝐵(𝑁 + 1) − 𝐵(𝑁) = 

 𝐾(𝑁)(
(𝜇𝑁𝛼 + 𝜆2𝑁−1𝛽0

2) (2𝑁𝛽0
2 (𝜇 + ∑

𝜇

2𝑛−2𝛽0
2

𝑁+1
𝑛=2 ) − (𝑁 + 1)𝛼𝜇 ∑

1

𝑁𝛼
𝑁
𝑛=1 + ψ2𝑁𝛽0

2) −

(𝜇(𝑁 + 1)𝛼 + 𝜆2𝑁𝛽0
2) (2𝑁−1𝛽0

2 (𝜇 + ∑
𝜇

2𝑛−2𝛽0
2

𝑁
𝑛=2 ) − 𝑁𝛼𝜇 ∑

1

𝑁𝛼
𝑁−1
𝑛=1 +ψ2𝑁−1𝛽0

2
)  

= 𝐾(𝑁)

(

 
 
 
 

(𝜇2𝛽0
2 + 𝜆𝛽0  

2 𝜇 ∑
1

𝑁𝛼

𝑁−1

𝑛=1

) (𝑁𝛼2𝑀 − (𝑁 + 1)𝛼2𝑁−1) + 

(𝛽0
2 𝜇 ∑

𝜇

2𝑛−2𝛽0
2

𝑁

𝑛=2

+ 𝛽0  
2 𝜇 𝜓) (𝑀𝛼2𝑁 − (𝑁 + 1)𝛼2𝑁−1) +

𝜇2(2𝑁𝛼 − (𝑁 + 1)𝛼)  + 𝜆𝛽0
2𝜇 (2𝑁 − 2𝑁−1(𝑁 + 1)𝛼𝑁𝛼) )

 
 
 
 

 

= 𝐾(𝑁)

(

 
 
 
 
  (𝑁

𝛼2𝑁 − (𝑁 + 1)𝛼2𝑁−1) + ((𝜇2𝛽0
2 + 𝜆𝛽0  

2 𝜇 ∑
1

𝑁𝛼

𝑁−1

𝑛=1

 

+(𝛽0
2𝜇 ∑

𝜇

2𝑛−2𝛽0
2

𝑁

𝑛=2

+ 𝛽0  
2 𝜇 𝜓)) + 

𝜇2(2𝑁𝛼 − (𝑁 + 1)𝛼)  + 𝜆𝛽0
2𝜇 (2𝑁 − 2𝑁−1(𝑁 + 1)𝛼𝑁𝛼))

 
 
 
 
 

 

After Simplifications, we get  

𝐵(𝑁 + 1) − 𝐵(𝑁) = 

(𝜁 + 𝜏)𝜆 

(

 
 
 
 
 (𝑁𝛼2𝑁 − (𝑁 + 1)𝛼2𝑁−1) ((𝜇2𝛽0

2 + 𝜆𝛽0  
2 𝜇 ∑

1
𝑁𝛼

𝑁−1
𝑛=1  

+ (𝛽0
2𝜇 ∑

𝜇
2𝑛−2𝛽0

2
𝑁
𝑛=2 + 𝛽0  

2 𝜇 𝜓)) + 

𝜇2(2𝑁𝛼 − (𝑁 + 1)𝛼)  + 𝜆𝛽0
2𝜇 (2𝑁 − 2𝑁−1(𝑁 + 1)𝛼𝑁𝛼))

 
 
 
 

 (𝜉 + 𝜏𝜓) (𝑀𝑁𝛼 + 𝜆2𝑁−1𝛽0
2)(𝑀(𝑁 + 1)𝛼 + 𝜆2𝑁𝛽0

2)
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Theorem 3.3. The optimal replacement strategy 𝑁∗ is chosen by  

𝑁∗= min {𝑁|𝐵(𝑁)  ≥ 1}  
Moreover, 𝑁∗ is unique if and only if  𝐵(𝑁∗) > 1 

Proof. We note that 𝐶(𝑁) vhas a minimum value when 𝐶(𝑁 + 1) ≥ 𝐶(𝑁). Thus 

𝑁∗ = 𝑚𝑖𝑛{𝑁|𝐶(𝑁 + 1) ≥ 𝐶(𝑁)} 
                                                  =  𝑚𝑖𝑛 {𝑁|𝐵(𝑁) ≥ 1}    (By lemma (3.1)). 

Since 𝐵(𝑁) is non- diminishing in 𝑁,there exist an integer 𝑁∗ such that  

𝐵(𝑁) ≥ 1 ⟺  𝑁 ≥ 𝑁∗ and 𝐵(𝑁) < 1 ⟺ 𝑁 < 𝑁∗ 
Thus 𝑁∗ is unique if and only if 𝐵(𝑁∗) > 1 

 

4. Conclusion 

An explicit formula for the long-term mean cost for each unit time under 𝑁 is obtained by 

looking at a maintenance model for a decaying system with increasing running times. This is 

done by using the partial square sum process and successive restoration times that follow the 

alpha-series process. The best replacement plan, 𝑁∗, is determined analytically to minimise 

the long-term mean cost for each unit of time. There is, of course, general knowledge that the 

more developed a system is, the more experienced it is. This suggests that when the system 

malfunctions, we will fix it rather than replace it. An outline of the developed system is 

provided by a mathematical model. 

 

Reference 
1. D. Babu, C. Manigandan and R. Parvatham, A Deteriorating system maintenance model with 

imperfect delayed repair under Partial Sum Process, Stochastic Modeling and Applications, 

Vol.24, No. 2 (2020) 

2. R.E Barlow and F. Proschan, Mathematical Theory of Reliability, John Wiley and Sons, New 

York (1965). 

3. W.J. Braun and Li W, Y Q. Zhao, Properties of the geometric and related Processes Noval 

Research Logistics (NRL), (2005); 52(7): 607-616 DOI: 10.1002/nav.20099 

4. Y. Lam, Geometric Processes and replacement problem, Acta Mathematicae Applicatae Sinica, 

4 (1988b), 366-377. 

5. A. J. Lotka , A Contribution to the Theory of Self-Renewing Aggregates, With Special 

Reference to Industrial replacement, The Annals of Mathematical Statistics, 110(1) (1939),1-25 

DOI: 10.1214 / aoms / 177732243 

6. K.S. Park, Optimal number of minimal repairs before replacement, IEEE Transactions on 

Reliability, 28 (1979), 137-140. DOI: 10.1109/TR.1979.5220523  

7. S.M. Ross, Stochastic processes, Wiley, New York(1983)  

8. A. Sridhar and R. Allah Pitchai, A Single and Batch Service Queueing System with Additional 

Service Station, International Journal of Advanced Computer and Mathematical Sciences ISSN 

2230-9624, Vol.4, Issue3, 2013, pp.199-209.  

9. A. Sridhar and R.AllahPitchai , Two Server Queueing System with Single and Batch Service, 

(2014), International Journal of Applied Operational Research, Vol. 4, No.2, pp.15-

26,Spring2014  

10. A. Sridhar and R. Allah Pitchai, Analysis of a Markovian Queue with Two Heterogeneous 

Servers and Working Vacation, International Journal of Applied Operational Research, Vol.5, 

No.4, pp.1-15, Autumn 2015. 

11. M. Sutha and A. Sridhar, Univariate Maintenance Model for a Deteriorating System under Two 

Monotone Processes, Mathematical Statistician and Engineering Applications, Vol. 71, No. 4, 

2022, pp. 2044-2054.  


