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ABSTRACT 

Recently, Artificial Intelligence (AI) has evolved to become a critical capability 
of an Information System (IS). The development and application of AI have surged 
recently due to advances in computing and the exponential growth of system-captured 
data. As AI has found its way into various key domains like banking, law, healthcare, 
etc., it is essential to ensure that the decision-making process remains transparent. As AI 
technologies advance rapidly, we face exciting opportunities and new challenges. While 
AI research and development is in an astonishingly fast phase, concerns about potential 
threats posed by this are also increasing. Experts focus on developing effective 
governance strategies for AI systems to address these concerns. A critical aspect of this 
effort is ensuring that these AI systems are transparent and understandable to end users. 
Therefore, AI governance and explainability are crucial to establishing a secure and 
reliable AI-powered future. This study uses a structured literature review of over 70 
research papers from 2018 to 2024 to provide an overview of significant outlets, 
academic discourse development, and key concepts and methodologies. With the ever-
changing dynamics of AI due to the inclusion of modern AI technologies like Generative 
AI, Large Language models, etc, the challenges of explainability remain a genuine 
concern from the perspective of governance and regulatory compliance. The survey aims 
to fill this research gap by providing a comprehensive and up-to-date overview of 
relevant XAI approaches in Finance.   
Keywords - Systematic literature review, Information system, Explainable AI, Artificial 
Intelligence, XAI, Finance, machine learning, deep learning 
 

1. INTRODUCTION 

Advancements in modern computing and exponential data growth have accelerated the 
development and adoption of AI in recent years. AI techniques are essential for society's overall 
progress, as they can execute mundane and complex tasks at high levels of accuracy and efficiency 
(Dwivedi et al., 2021). Maintaining transparency in AI decision-making is crucial as it becomes more 
prevalent in finance, law, healthcare, etc (Yigitcanlar et al., 2021). 

The first generation of AI systems was easy to understand but had limitations as they needed 
help to solve complex real-world problems. However, with the advent of Deep Learning (DL) models, 
there has been a significant improvement in addressing such challenges. DL models can handle non-
linear problems efficiently, making them more effective in solving day-to-day problems. However, 
they are often considered complex ‘black box’ models due to their intricacies in terms of layers and 
parameters (which constitute a model). Opposite to the black box is ‘Transparency’. It involves 
comprehending the underlying mechanism through which an AI model operates (Gill, et al., 2022). 
1.1. Relevance of AI Transparency 

As we rely more on AI to make essential predictions in crucial environments, there is a 
greater need to improve its overall transparency. The primary risks associated with the black ‘box 
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model’ (decision-making) are the lack of justification, challenges in legitimacy, or the ability to 
explain the decision-making process comprehensively (Li et al., 2022 & Rai, 2020). In specific fields, 
like precision healthcare, experts need access to more specific information from the model. This goes 
beyond just a basic binary prediction and can significantly assist in the diagnosis process. Similar 
challenges exist in other fields, such as transportation, banking, and finance (Zednik, 2021; Antoniadi 
et al., 2021).  

Transparency in AI involves providing stakeholders access to information, decisions, and 
assumptions, thereby improving their understanding of AI processes or systems (Vinuesa et al., 2020). 
Due to the spread of AI in daily life, developing regulations concerning transparency is imperative.  
Thus, transparency will aid in promoting accountability and trust among the stakeholders of the AI 
system. To achieve higher levels of transparency, there is a need for tools and methods to enhance the 
interpretability and understanding of AI systems, and this is where Explainable AI (XAI) focuses (Yu 
et al., 2023).  
1.2. Explainable AI (XAI) and AI Transparency 

XAI is a collection of capabilities that an AI system uses to provide clear explanations of its 
decisions and actions to improve transparency, trust, and accountability. The importance of XAI has 
increased as AI gets adopted in healthcare, autonomous driving, and other sectors (Hu et al., 2021). 
XAI methods aim to provide comprehensible and reliable explanations for the outcomes generated by 
AI methods. The European General Data Protection Regulation (GDPR) and other regulations are 
pushing for more research in XAI. These regulations emphasize the need for ethical considerations, 
justifications, trust, and bias exploration in developing trustworthy XAI solutions (Payrovnaziri et al., 
2020; Butz et al., 2022).  

Various factors influence the importance of XAI, and they vary depending on the individuals 
involved.  
• End-users require confidence in decisions through transparent processes and feedback.  
• AI developers should clearly understand the boundaries of current models to validate and enhance 

their future versions.  
• Product managers need access to clear decision-making explanations and should refine them 

when implementing algorithms in real-life situations.  
(Zablocki et al., 2022; Dazeley et al., 2023)  
1.3. XAI and Customer Personalization 

When developing an XAI system, it's crucial to consider individuals from diverse cultural 
backgrounds and situations. This is because everyone interprets information differently based on their 
life experiences. The ‘Contextual Utility Theory’ can be used to tailor the model's explainability (Kou 
and Gui, 2020). For example, in healthcare, it's essential to explain AI-generated diagnoses or 
treatments in a way that's appropriate for each patient's medical knowledge level. Using simple 
language and visual aids can help patients with limited medical knowledge understand the reasoning 
behind recommendations, leading to greater engagement and comprehension. Healthcare 
professionals with a more in-depth understanding of medical concepts can receive more detailed 
explanations that delve into intricate technicalities and offer insights into how the model makes 
decisions (Ploug and Holm, 2020; Amann et al., 2020). Therefore, ‘personalization’ is critical when 
designing an XAI system, focusing on customizing outcomes for various user groups (Saeed and 
Omlin, 2023).  

Also, XAI systems must be adaptable as AI models and data change over time. Proper data 
management ensures XAI systems' long-term usefulness and sustainability. XAI methods must be 
flexible enough to adapt to changes in data characteristics as data and its distributions evolve over 
time (Lopes et al., 2022; Sanneman et al., 2022).  
1.4. Balanced or Unbalanced Approach in XAI 

With the increasing popularity of XAI, researchers in academic and industrial circles are 
exploring various methodologies to balance interpretability and predictive accuracy. As research 
continues, it is becoming increasingly clear that while interpretable models are necessary, they may 
not fully capture the intricate data relationships present within a complex AI model. Conversely, 
while complex models tend to excel in accuracy, interpreting their behaviour can be challenging. As a 
result, obtaining the optimal balance between these factors is essential and greatly influenced by the 
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needs of its application area. In industries like finance, transparency and interpretability are of utmost 
importance to comply with regulatory standards and address ethical concerns. In certain domains, 
such as medical imaging or signal identification, achieving high levels of precision is paramount. In 
such contexts, predictive accuracy takes priority over interpretability. This is because interpretability, 
while still important, becomes a secondary concern when the primary objective is to develop a model 
that accurately predicts outcomes (Weber et al., 2023; Páez 2019).  

XAI is becoming increasingly vital in finance as it brings transparency to previously opaque 
areas such as credit scoring, risk assessment models, algorithmic trading strategies, etc. It thus 
addresses the demand for accountability and regulatory compliance by providing clear insights into 
the decision-making mechanisms of financial systems. Through XAI, stakeholders can better 
understand complex financial models, leading to greater trust, informed decision-making, risk 
reduction, and fortification of financial systems (Hoepner et al., 2021; Mill et al., 2023).  

Integrating XAI ensures transparency and fairness in decision-making processes, particularly 
in public and non-profit organizations. It fosters accountability and trust among stakeholders by 
providing insight into decision-making. Furthermore, XAI is a vital component of legal and regulatory 
systems, as it enhances the comprehensibility of decisions, thereby promoting transparency and 
ethical governance. Ultimately, this reinforces compliance and the ethical underpinnings of 
governance practices (Langer et al., 2021; Larsson 2019).  
2. SCOPE & OBJECTIVES OF STUDY  

Our primary goal in this study is to thoroughly review XAI techniques, emphasizing their use 
in finance and governance domains. To do this, we will investigate and evaluate the various 
approaches and strategies used in XAI while considering governance and finance. We use well-
defined taxonomies to organize our research, as shown in Figure 1. 
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Figure 1. Taxonomy of the Survey Paper 
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Furthermore, we focus on situations where these areas overlap, highlighting how XAI can 

effectively tackle obstacles in finance. Additionally, we thoroughly discuss the drawbacks of current 
methods, recognizing the need for improvements that adapt to the unique requirements of finance and 
governance applications. Our survey concludes by highlighting future directions in XAI research that 
are specifically relevant to finance and governance domains. We identify potential pathways for 
progress and innovation, supporting the continuous development of XAI in these critical industries.   
To summarize, our survey contributions are outlined below: 

• We conduct an extensive review of existing literature on XAI within the information systems 
of finance, providing a nuanced understanding of the applications, challenges, and 
advancements specific to these critical domains. 

• Our review synthesizes key findings and methodologies from the literature, focusing on how 
XAI is employed in information systems to enhance transparency, accountability, and 
decision-making processes within the intricate landscapes of finance. 

• We identify emerging trends within XAI that are particularly relevant to the dynamic 
environments of finance and governance information systems, offering insights into the 
evolving technologies and methodologies shaping the future of these domains. 

• To enhance clarity and understanding, we develop a structured taxonomy or classification 
system tailored explicitly to XAI techniques applicable to information systems in finance. 
This taxonomy categorizes and organizes the diverse methodologies employed in these 
domains. 

2.1. Data Sources 

In our comprehensive survey of XAI in finance, we examined a total of 110+ papers. Leading 
the scenario are journals like "Frontiers in Artificial Intelligence,""Journal of Computer Science and 
Technology," and "Journal of Risk and Financial Management," each contributing significantly with 
eight papers. This analysis highlights the interdisciplinary nature of XAI applications in finance, 
emphasizing the key role played by these journals in disseminating impactful research. Additionally, a 
diverse distribution across various journals, with 71 papers from others, underscores the widespread 
influence of XAI research in shaping the financial realm. Figure 2 shows the research papers collected 
from various journals. 

 
Figure 2. Research papers collected from various journals 
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Furthermore, we focus on situations where these areas overlap, highlighting how XAI can 
effectively tackle obstacles in finance and governance. Additionally, we thoroughly discuss the 
drawbacks of current methods, recognizing the need for improvements that adapt to the unique 
requirements of finance and governance applications. Our survey concludes by highlighting future 
directions in XAI research that are specifically relevant to finance and governance domains. 
2.2. Structure of the paper 

The organization of the paper is as follows: The introductory Section 1 provides an overview 
of XAI, outlines research questions, identifies data sources, and establishes the scope and objectives. 
Section 2 delves into the foundations of XAI, discussing principles, taxonomies, challenges, 
frameworks, and nomenclature. Section 3 explores XAI techniques and methods, while Section 4 
reviews existing works in the finance sector. Section 5 critically evaluates gaps in current research, 
and Section 6 proposes future directions for XAI. The conclusion in Section 7 summarizes key 
insights and potential avenues for future exploration, making the paper a valuable resource for 
researchers, practitioners, and policymakers in the field of XAI and ITS. 
 
3. LITERATURE REVIEW: EVALUATING THE THEORETICAL FRAMEWORKS  

3.1 Explainable AI (XAI) 

The Royal Society (2019) has emphasized the importance of understanding the functioning of 
AI decision-making systems as they become increasingly integrated into various real-world 
operations. The significance of interpretability in AI systems cannot be overstated, as it helps prevent 
bias, assures users of the system's performance, fulfills policy and regulatory standards, and aids 
developers in comprehending the system's behavior and identifying its vulnerabilities. However, 
Miller (2019) has noted that AI models face significant challenges regarding transparency and 
interpretability. Improving the explainability of AI systems is directly linked to enhanced user 
confidence in these systems, as users are more likely to trust AI-generated decisions or 
recommendations when they understand the influencing factors. Similarly, Zopounidis (1999) has 
highlighted that the clarity of decision interpretations often outweighs their complexity. Complex 
methods are less frequently utilized in practice, as their outputs can be difficult for financial decision-
makers to comprehend.  
3.2 XAI Taxonomy 

Following are the core taxonomies that are used extensively within XAI.  
1. AI Transparency: It is a term used to describe how easy it is for people who interact with AI 

systems or are impacted by them to understand how they work. It focuses on comprehending 
how the AI makes decisions or results. 

2. AI Fairness: It means ensuring that AI systems treat all people and groups equally and 
without bias.  

3. AI Trust or Trustworthy AI: It refers to people's confidence in AI systems. It's about believing 
these systems will work as expected, make fair and accurate decisions, and not cause harm. 

4. AI Usability: It focuses on the effectiveness of an AI system in providing users with a reliable 
and safe environment to accomplish their tasks. 

5. AI Reliability: The main emphasis is on the AI system's capacity to carry out its intended 
functions consistently and accurately, even in different conditions, without any unexpected 
failures or errors. This encompasses the system's capacity to deliver dependable and 
consistent results, thereby instilling user confidence.  

6. Causality: The focus here is to understand the cause and effect of one or many inputs on each 
other and their effect on the output. Understanding the causality of patterns learned by AI 
models is essential for uncovering new insights or understandings. (Appelganc et al., 2022; 
Bajwa et al., 2021; Holzinger et al., 2019;)  

To understand black-box AI models can be difficult due to their lack of interpretability. 
Recognizing the interpretability of a DL model allows us to find its inherent characteristics. This 
pertains to understanding the decision-making process of AI models. Intrinsic methods for modeling 
involve AI systems that can provide human-readable explanations of how a model function internally 
(Carvalho et al., 2019). 
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3.3. Principles of XAI 

In 2020, the National Institute of Standards and Technology (NIST) introduced four critical 
principles for XAI systems, it includes:  
• Explanation Principle: For an AI system to be transparent, it must provide evidence or reasoning 

related to its outcome. 
• Meaningful: The AI system's explanations must be meaningful and understandable to the end 

user. 
• Explanation Accuracy: Information and explanations provided by the AI system must accurately 

reflect the system’s process for arriving at its decisions.  
• Knowledge Limits: The limitations of AI systems should be communicated to the users.   
(Guidotti, et al., 2021). Figure 3 provides a visual summary of XAI principles. 

 
Figure 3. NIST XAI Principles of XAI (Phillips, et al., 2020) 

The methods that are involved in generating explanations for an AI model could vary differently 
depending on the following characteristics:  

• Model-specific and Model-agnostic: Model-specific methods are built for a single model, 
whereas model-agnostic methods are aimed to improve the interpretability of ‘any’ ML 
models. Model-agnostic methods cannot access weights and structural information (Bonifazi 
et al., 2024). 

• Regarding model interpretability, there are two categories of approaches: intrinsic and 
extrinsic. If a model can be easily comprehended without further analysis, it is deemed to 
have intrinsic interpretability. Conversely, if understanding the model necessitates post-
training analysis methods, then it falls under the extrinsic category. Decision trees are a prime 
example of models with intrinsic interpretability, as they offer simple and transparent models. 
However, models that require additional analysis to achieve understandability are deemed 
extrinsic (Zolanvari, et al., 2021).  

• While evaluating a system, choosing a Local or Global approach depends on the expected 
outcome. The global approach focuses on the tools to evaluate the whole of the model, 
whereas the local approach focuses on a specific instance – How a specific prediction is 
arrived at by the model (Setzu et al., 2021; Dennehy et al., 2023).  

3.4. Key challenges in explainability 

The following are the critical challenges with explainability: 
• Transparency and Interpretability Constraints: AI algorithms in finance are often considered 

as 'black boxes’, thereby making it difficult for stakeholders to understand and trust the 
outcomes (Dennehy et al., 2023; Munz et al., 2023)   

• Assessment of Trustworthiness: The reliability and trustworthiness of AI model outputs are 
challenging to evaluate due to their inherent opacity. This is especially problematic in the 
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financial sector, where decisions carry significant weight and require high confidence 
(Dennehy et al., 2023). 

• Addressing Bias and Data Limitations: XAI initiatives must address bias in AI models, data 
deficiencies (data quality and quantity), and expertise for effective integration in the business 
process. Organizations need robust data governance practices that identify and mitigate 
biases. Steps include evaluating data quality, identifying biases, and ensuring fairness 
throughout the AI pipeline via feature selection, monitoring, and testing (Mohammed & 
Shehu, 2023). 

• Behavioural Bias Management in Financial Planning: XAI in finance faces the challenge of 
mitigating behavioural biases prevalent among financial planners, which can be worsened by 
AI technologies (Hasan, et al., 2022). 

• Requirement for Human-Intelligible Explanations: There is a critical demand for AI and 
machine learning techniques to provide outputs with justifications that are understandable to 
human users. This requirement is particularly salient in credit risk assessments, Fraud 
detection, etc. (Ehsan & Riedi (2020)). 

• Mitigating Unfairness in AI Systems: The lack of transparency in AI systems can create 
unfairness and discrimination. XAI aims to fix these issues by addressing and rectifying 
potential biases in opaque AI processes (Alikhademi et al., 2021).  

• Speed of innovation in AI: The field of AI is advancing much faster than XAI, creating new 
challenges for XAI (Tang et al., 2020). 

 
4. REVIEWING XAI TECHNIQUES AND METHODS 

This review aims to thoroughly analyze XAI techniques based on existing research and explore 
their advantages, limitations, and challenges. Our research draws primarily on three extensive studies 
and surveys (Molnar (2021); Islam et al., (2021); Velez and Kim (2017)) with a particular emphasis 
on the survey conducted by Xiao Li et al. (2020), which we use to classify the various techniques. 
Two primary categories for XAI-based methods revealed in the survey are: 

• Data-driven approaches generate insights and explanations from AI model training data. 
Complex, 'black box' models like Neural Networks employ this method. 

• Conversely, knowledge-driven methods aim to incorporate domain knowledge, rules, and 
reasoning into AI systems. They are typically transparent and interpretable by design.  

After training, black-box models are explained by post-hoc methods, including sending 
parameters to humans for interpretation.  

Explainability approaches are categorized based on findings from multiple investigations. 
Based on the existing research, explained three categories of explainable systems (Velez and Kim 
(2017); Hall and Gill (2019); Islam et al., (2021); Jalayer et al., (2020)):   

• Intrinsically Interpretable Techniques: Refers to the models and methods that are naturally 
easy to understand and explain.  

• Model-agnostic techniques are methods used to interpret and understand a model regardless 
of its construction or associated complexity.  

• Example-Based Methods: Methods that can explain the behavior of AI models by providing 
specific instances or examples.  

(Velez and Kim (2017); Hall and Gill (2019); Islam et al (2021); Jalayer et al., (2020)) 
The aforementioned categories will be included in the knowledge-driven and data-driven 

approaches. Figure 4 displays the taxonomy of various XAI techniques. 
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Figure 4. Taxonomy of XAI methods 
4.1. Intrinsically Interpretable Methods 

In the realm of XAI, the intrinsic interpretable models are crucial due to their transparency 
and simplicity. Linear regression is a prime example in this category because it can easily explain 
regression coefficients and linear relationships between variables. These models are widely applicable 
in medicine, sociology, sciences, finance, etc (Joyce et al., 2023).  

Decision Rules follow a straightforward if-else statement that can be clearly articulated onto a 
decision tree for better clarity. Decision Tree-Based Models are machine learning algorithms that 
utilize decision trees for classification and regression tasks. These models segment the data by 
applying predetermined thresholds on the features, which makes them particularly effective in 
predicting interactive features that could be handled better by linear or logistic regressions. They are 
straightforward to interpret when the tree structure is simple enough. However, a dense tree can be 
challenging as minor changes in input can result in significant variations in the output, indicating a 
lack of smoothness or increased sensitivity to variations (Joyce et al., 2023). 

Logistic regression is a classification technique that builds on linear regression. Unlike linear 
regression, the output of logistic regression is bounded between [0,1], which makes it suitable for 
predicting class probabilities (Biecek et al., 2021).  
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GAMs (Generalized Additive Models)are valuable for assessing linear model assumptions, 
particularly when analyzing output variable ‘y’ and feature ‘f ‘under the Gaussian Distribution 
without any feature interaction. When linear models are extended, they become more complex and 
less understandable due to increased interactions (Obster et al., 2023).  

Generalized linear models (GLMs) extend traditional linear regression and can handle non-
normal response variables. They have two main advantages over linear models: they maintain the 
weighted sum of features and can use non-Gaussian distributions (Yang et al., 2021).  

It is worth noting that interpretable models can aid us in solving intricate problems, although 
they may not necessarily enhance our understanding of machine learning techniques. As we encounter 
more intricate problems with closely linked features, we must explore alternative methods for 
comprehending our systems. Within this domain, our attention will be directed toward techniques that 
employ existing data to offer interpretations of our models. These techniques can generally be 
categorized into three groups: visualization-based, model-agnostic, and example-based (Lundberg et 
al., 2022).  
4.2. Model Agnostic, Local Surrogate 

The interpretability technique outlined herein applies to any AI or ML model, regardless of its 
nature (model agnostic). Its primary objective is to clarify individual predictions (local) by 
constructing a more understandable (simpler) surrogate model that mimics the intricate model. These 
surrogate models are transparent and tailored to simulate the predictions issued by the black-box 
models (Neves et al., 2021). 

SHAP (SHapley Additive exPlanations) is an AI methodology that employs game theory to 
explain model predictions. Each attribute in the predictive model is considered as a participant in a 
cooperative game, and Shapley values are used to determine its reasonable contribution to the final 
prediction. It ensures impartial assessments but may pose computational challenges and 
misinterpretations (Neves et al., 2021).  

LIME, or Local Interpretable Model-agnostic Explanations, is a highly effective method for 
interpreting AI models, first introduced in reference by Neves et al., (2021). Unlike other techniques 
that rely on global surrogate models to explain overall behaviour, LIME concentrates on explaining 
individual predictions. It creates local surrogate models, which are simpler models that approximate 
the complex model's decisions but only for specific data subsets (Neves et al., 2021). 
4.3. Model Agnostic, Global Surrogate 

This interpretable approximation model predicts like a black-box model using the same 
dataset. Surrogate designs can explain black-box model behavior. The black-box model is solved by 
creating a new model. These methods are criticized for lacking interpretability since they do not 
provide an in-depth system overview. Global surrogate models may be developed using intrinsically 
interpretable models (Henckaerts et al., 2022). 
4.4. Model Agnostic, Feature Interaction Based 

This approach offers a versatile solution that can be applied to all predictive models, 
irrespective of their internal makeup, resulting in enhanced generalizability. The key goal is to 
scrutinize the influence of feature interactions on the predictive outcome. By grasping these 
interactions, we can deconstruct intricate models into more easily understandable components 
(Henckaerts et al., 2022). 
4.5. Model Agnostic, Visualization-based Approaches 

This approach values visual aids to enhance understanding and simplify the complexity of the 
model. These techniques prove particularly useful in situations where decision-making is intricate. 
However, the model's outputs are easily understandable without a deep understanding of AI 
mechanisms. Commonly used techniques include scatter plots, heatmaps, and other visualization 
methods. Partial Dependent Plots (PDP) and Individual Conditional Expectation (ICE) plots help 
machine learners examine target-predictor relationships. PDP allows us to explore target-predictor 
relationships while keeping other factors constant. ICE plots show how the projected result varies 
with specific characteristics while leaving others constant, graphically representing each occurrence in 
a single line (Duval, 2019). 
4.6. Instance-based Explanations 

The methods outlined before involve extensive analysis of systems, which can prove to be 
both computationally taxing and time-consuming, especially when dealing with large-scale setups. A 
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more effective approach could be to provide explanations for individual cases rather than attempting 
to explain the entire system. This method doesn't delve into the intricate details of the entire model but 
instead focuses on its core components, answering questions like "What factors influenced the 
specific model’s outcome? 

Feature Selection: Instance-based feature selection maximizes information between 
chosen attributes and response parameters by selecting attributes per instance. This approach is 
primarily restricted to impromptu tactics, limiting the explanation generation system. To make it more 
accessible to non-experts, we must enhance the system's knowledge to produce more detailed 
explanations (Kong and Chaudhuri, 2021).  

Adversarial: Instance-based adversarial explanations in machine learning refer to a specific 
type of explanation that focuses on how slight alterations to input data (instances) can lead to 
significant changes in the model's output (Kuppa & Le-Khac, 2021).  

Counterfactual: A counterfactual explanation in the context of ML and data analysis provides 
an alternate scenario that helps to understand model decisions by considering "what if" questions. 
This concept stems from the idea of counterfactual thinking in philosophy and psychology, where one 
considers alternative realities based on different decisions or events (Crupi et al., 2022).  
4.7. Propagation-Based Methods 

This approach is particularly relevant for complex models rooted in DL. These approaches 
calculate and send information across a network or model. These approaches use forward propagation. 
These methods find output features using input perturbations. Machine learning and neural networks 
employ back-propagation techniques. Gradients are calculated through the network to update weights. 
The technique uses input characteristics to calculate the result. A well-known method, DEEPLift, uses 
back-propagation to interpret crucial model elements (Wang and Wang 2022). 
4.8. Neural Network-Specific Technique 

Investigating methods specific to Neural Networks (NN) is crucial as feature learning occurs 
in the hidden layers. We need tools to interpret NN, and gradient-based methods for interpretation are 
more computationally efficient than model-agnostic methods. Gradient-Based approaches: Grad-
CAM (Class Activation Mapping) visualizes a neural network's gradient to provide a relevance score 
for every node based on its decision-making significance. Several studies have utilized Grad-CAM 
and reported various results (Ivanovs et al., 2021).  
4.9. Knowledge-Based Techniques 

The methods we have investigated so far only use metadata from the dataset to provide 
explanations. However, we can enhance the quality of explanations by incorporating relevant 
information, such as expert or domain knowledge. The data can aid in extracting the structure of the 
machine learning system to offer better insights. Therefore, Knowledge Infused Learning (K-IL) is a 
method that employs knowledge graphs to develop a thorough understanding of a system. According 
to a study, knowledge graphs are a way to create explanations (Rajabi and Kafaie, 2022). Quantitative 
Testing Concept Additive Vectors (QTCAV) is a method that provides explanations that are easily 
comprehensible to humans. This study concentrates on knowledge-based systems (Walia et al., 2022).  
4.10. XAI for Time Series Data 

We aim to understand how XAI affects time series data, as reported in the literature. Few 
studies include explainable artificial intelligence (XAI) methods for time series data.  
4.10.1 Theory Driven Approach 

This approach utilizes established theoretical frameworks and domain expertise to guide the 
explanation process (Wang et al., 2019). 
4.10.2 Prototype-based Approach 

The proposed prototype-based time series data categorization system is deep. An encoder-
decoder prototype generated time series dataset descriptions (van der Waa et al., 2021). 
 
4.11. Interactive Tool for Insights 

XAI provides valuable insights, and involving humans in knowledge-based systems improves 
explainability. Interactive machine-learning platforms with human involvement are gaining attention, 
and real-time system behavior analysis tools are available (Spinner et al., 2019). 
4.11.1 Explanatory Interactive Machine Learning (CAIPI) 
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This is a model-independent tool that facilitates active learning. It uses a question-based 
approach to learn from users. This tool can provide information on machine-learned knowledge via 
active learning (Teso and Kersting, 2019).  
4.11.2 What-if Tool 

Google introduced a tool called What-if, which aims to provide users with a better 
understanding of ML models. The tool allows users to analyze ML models interactively, but it has 
limited capability regarding model transparency. Consequently, despite its potential, the tool has 
significant limitations that must be addressed. 
4.11.3 Contextual and Semantic Explanations (CaSE) 

CaSE architecture is a tool for explaining text classification. The system uses the local 
explanation approach and semantic and contextual meanings. It consists of three main parts:  

• Explanation algorithm (local) 
• Classification algorithm 
• Semantic approach (topic modelling in text mining) 

(Al-Shedivat et al., 2020)  
4.11.4 Human-in-the-Loop 

This method highlights how involving a human can simplify a complex computational 
problem and suggests that involving humans can improve the system's explanations (Ding, 2018).  
5. EXISTING WORKS OF XAI WITHIN FINANCE 

This section explores research done on XAI in finance. XAI is gaining attention in finance for its 
ability to offer transparency, interpretability, and accountability in various applications. The following 
overview shows that XAI has significantly impacted the financial industry (Ding (2018)). 

• Credit Scoring and Risk Assessments: Financial institutions use XAI techniques like SHAP 
and LIME to provide transparent and unbiased justifications for credit decisions while 
following regulatory guidelines. 

• Algorithmic Trading and Portfolio Management: XAI is crucial in algorithmic trading and 
portfolio management as it helps financial analysts understand complex trading strategies. 
Techniques like SHAP and LIME can be used to comprehend how algorithmic models make 
decisions, improving portfolio management and addressing market transparency concerns. 

• Fraud Detection and Prevention: XAI helps improve fraud detection and prevention in 
financial systems. Understanding the characteristics and patterns of fraud is essential for 
creating effective fraud detection models.   

• Regulatory Compliance and Reporting: XAI helps with compliance in finance by offering 
precise and clear models that meet regulatory standards. It streamlines the reporting process 
and helps financial institutions to fulfil legal obligations. 

Table 1 reviews the current state of research, key findings, methodologies employed, and 
potential areas for further exploration.  

Table 1. Overview of reviewed Papers on XAI in Finance 

S. 

No. 
Authors Key Findings Limitations 

Emerging 

Trends 

Focus / 

Considerations 

1 
Khanal et al., 

(2023) 

Identifies the main 
elements affecting 

fintech client 
happiness, 

specifically at F1 
Soft of Nepal. 

Machine learning 
models are used. 

Limited 
generalizability to 

other Fintech 
firms, dependence 

on data quality 

PCA/XAI 
integration in 

customer 
satisfaction 
research, 

developing 
sophisticated 

model 
explanation 
techniques 

Considerations 
for 

transparency 
and 

interpretability 
in XAI 

2 
Mishra et al., 

(2023) 
Development of AI-
based cyber security 

Limited 
scalability to 

AI is being used 
more to quickly 

Ensuring 
fairness and 
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models, Comparison 
with current 

methods 

large-scale cyber 
threats, 

dependence on 
data quality 

identify and 
reduce risks. 
Incorporating 

XAI techniques 
into 

cybersecurity 
systems. 

transparency in 
AI-based 

cybersecurit. 

3 
Mishra et al., 

(2023) 

Designed to manage 
and evaluate the 

risks of AI 
applications in 

finance. 

Limited real-
world 

implementation, 
potential 

interpretability 
trade-offs 

Integration of 
SAFE AI with 

traditional 
financial models 

Ethical 
considerations 
in transparent 

AI design 

4 
Hoffman et 
al., (2023) 

Development of a 
scorecard method 

for evaluating 
machine-generated 
explanations in XAI 

Limited 
generalizability to 

different XAI 
models, 

subjective scoring 

Increased focus 
on XAI 

evaluation 
methodologies, 
integration with 

model 
interpretability 

Considerations 
for bias and 
fairness in 
evaluation 

metrics 

5 
Hjelkrem et 
al., (2023) 

SHAP has been 
shown to improve 

the transparency and 
interpretability of 

deep learning 
models for credit 

scoring by providing 
insights into their 
decision-making 

process. 

Interpretability 
challenges in very 

complex deep 
learning 

architectures 

Integration of 
SHAP with 

deep learning 
models in credit 

scoring 

Considerations 
for 

transparency 
and regulatory 

compliance 

6 
Wand et al., 

(2023) 

The correlation 
matrix of each state 
is mainly influenced 

by a few sector 
correlations, 

showing the impact 
of specific industrial 

sectors on market 
states. 

High 

Investigate 
sectoral 

dynamics in 
dynamic market 

states 

Rigorous 
validation 

against diverse 
market 

scenarios 

7 
Torky et al., 

(2023) 

The model showed 
it can automatically 

detect and 
understand factors 
that cause financial 

crises, offering 
transparency and 
interpretability. 

Sensitivity to 
hyperparameters 
in optimization, 
interpretability 

challenges 

Integration of 
XAI with 

optimization 
techniques in 

financial crisis 
analysis 

Considerations 
for 

transparency, 
accountability, 
and regulatory 

compliance 

8 
Zhou et al., 

(2023) 

The paper discussed 
the issue of black-
box problem and 
lack of trust in AI 

predictions for fraud 
detection among 

User-specific 
interpretability 

preferences, 
dependency on 
user feedback 

Integration of 
user preferences 
in XAI for fraud 

detection 

Considerations 
for user privacy 
and trust in AI 

decisions 
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experts. 

9 
Çelik et al., 

(2023) 

The study shows 
how XAI can 

improve 
transparency and 
trust in predicting 

financial time series, 
especially in stocks. 

Interpretability 
challenges in 
complex time 
series models 

Integration of 
XAI for 

transparency 
and 

interpretability 
in time series 

models 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

10 
Sai et al., 

(2023) 

A new model was 
created to classify 

financial 
transactions as 
fraudulent or 

legitimate using 
various machine 

learning and deep 
neural network 

algorithms. 

Interpretability 
challenges in 
deep neural 

networks and 
potential 

limitations in 
handling complex 

fraud patterns. 

Using 
explainable AI 

to detect 
financial 

transaction 
fraud for 

transparency 
and 

accountability. 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

11 
Predić et al., 

(2023) 

The study proposes 
a machine learning 

system for 
predicting business 

purchases using 
neural networks, 

including XAI and 
LSTM networks. 

Interpretability 
challenges in 

LSTM models 
and potential 

biases in training 
data. 

Integration of 
XAI and LSTM 

in business 
purchase 

prediction for 
transparency 

and 
accountability 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

12 
Biswas et al., 

(2023) 

The study presents a 
fraud detection 

framework that uses 
SHAP to make 

machine learning 
models in credit 

card fraud detection 
more transparent 
and interpretable. 

Challenges in 
handling 

imbalanced 
datasets and 

potential 
interpretability 
issues in highly 
complex fraud 

patterns. 

Integration of 
SHAP in credit 

card fraud 
detection for 
transparency 

and 
accountability 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

13 
Zhang et al., 

(2023) 

The study shows 
that the DS-

XGBoost model is 
effective in 

predicting financial 
risk. 

Difficulties in 
understanding 

ensemble models 
and limitations in 
capturing intricate 

risk patterns. 

Integration of 
DS-XGBoost in 

financial risk 
early warning 

for transparency 
and 

accountability 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

14 
Zheng et al., 

(2023) 

It creates a risk 
management tool for 

micro and small 
enterprises using 

user portrait theory 
and common 

objective indicators. 

The study's 
findings may be 
influenced by the 
availability and 
quality of data 

specific to micro 
and small 

Application of 
explainable ML 

in assessing 
default risk for 

micro and small 
enterprises 

Considerations 
for fairness, 

transparency, 
and ethical use 

of ML in 
financial risk 
assessments 
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enterprises. 

15 
Liu et al., 

(2023) 

The study uses four 
tree-based gradient 
boosting models to 

predict financial 
distress: extreme 
gradient boosting, 

random forest, 
decision tree, and 

logistic regression. 

The interpretation 
may be 

influenced by the 
complexity of 

financial distress 
factors and the 

specific 
characteristics of 
the dataset used. 

Interpretation of 
prediction 
results for 
financial 

distress using 
explainable ML 

in tree-based 
models 

Considerations 
for fairness, 

transparency, 
and ethical use 
of explainable 

ML in financial 
decision-
making 

16 
Lu 

&Calabrese 
(2023) 

The paper examines 
how SMEs in the 

UK can access 
financing and 

emphasizes the need 
for fair financing to 

help these 
businesses grow. 

The fairness 
measurement may 
be influenced by 

the specific 
criteria and data 
used in defining 
cohorts, and the 
study's findings 
may be context-

dependent. 

Application of 
the Cohort 

Shapley value 
for fairness 

measurement in 
SME financing 

Considerations 
for fairness, 

transparency, 
and ethical use 

of fairness 
measurement 
techniques in 

SME financing 

17 
Freeborough 
et al., (2022) 

Enhanced 
interpretability in 

RNNs for financial 
time series 

Limited 
interpretability 
for extremely 

complex market 
behavior 

Integration of 
attention 

mechanisms in 
RNNs for 
financial 
analytics 

Fairness 
considerations 

18 
Li, et al., 
(2022) 

Enhanced 
interpretability in 

financial risk 
detection using 

explainable case-
based reasoning 

Limited 
scalability in 

large datasets, 
dependence on 

case quality 

Integration of 
case-based 

reasoning with 
XAI, focus on 

feature 
importance 

analysis 

Considerations 
for 

transparency in 
case-based 
reasoning 

19 
De Lange et 
al., (2022) 

Implementation of 
LIME and SHAP in 

enhancing 
interpretability in 

credit assessment in 
banks 

Interpretability 
may vary based 
on the specific 
credit models 

Integration of 
XAI in credit 

scoring models 
in banking 

Considerations 
for fairness and 
transparency in 

credit 
assessment 

20 
Fritz-

Morgenthal et 
al., (2022) 

It emphasizes the 
need for clear 

understanding and 
transparency in 

models, data, and 
decision-making to 
effectively handle 

any remaining risks. 

Challenges in 
operationalizing 
Responsible AI 

principles 

Fusion of XAI 
with 

Responsible AI 
principles in 

risk assessment 

Considerations 
for fairness, 

transparency, 
and ethical risk 
management 
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21 
Owens et al., 

(2022) 

XAI improves 
transparency and 

trust in the insurance 
industry by helping 

us understand 
decision-making in 
black-box machine 
learning models. 

Interpretability 
challenges in 

complex 
insurance 
algorithms 

Integration of 
XAI in 

underwriting 
and claims 

processing for 
transparency 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

22 
Zhang et al., 

(2022) 

Proposed a new XAI 
approach for 

financial distress 
prediction, 

addressing the need 
for accurate and 
explainable FDP 

models 

Interpretability 
challenges in 

complex financial 
models 

Adoption of 
XAI in financial 

distress 
prediction 

models 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

23 
Zhang et al., 

(2022) 

The paper discusses 
methods to improve 
the interpretability 
of AI artifacts in 
accounting and 
auditing. This is 
done to increase 
transparency and 

trust in AI 
applications used in 

auditing. 

Interpretability 
challenges in 

complex auditing 
algorithms 

Integration of 
XAI in risk 
assessment, 

fraud detection, 
and compliance 

checks 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

24 
Lin et al., 

(2022) 

Enhancement of 
model 

interpretability using 
Group SHAP in 
financial fraud 

detection 

Challenges in 
handling large-
scale, diverse 

fraud scenarios 

Adoption of 
Group SHAP in 
financial fraud 
detection for 
group-level 

insights 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

25 
Kuiper et al., 

(2022) 

XAI is considered a 
way to increase 
transparency, 
fairness, and 

accountability in AI 
systems, particularly 

in finance. 

The study's 
findings may be 

influenced by the 
sample size and 

regional 
variations in 
regulatory 

frameworks. 

Integration of 
explainable AI 

in financial 
decision-making 

for enhanced 
transparency 

Considerations 
for fairness, 

transparency, 
and ethical use 

of XAI in 
financial 

institutions 

26 
Lachuer et al., 

(2022) 

In a bullish market, 
research shows that 
CSR has a negative 

relationship with 
overall financial 

market performance, 
but it does improve 

the financial 
performance of the 
most sustainable 

companies. 

Challenges in 
capturing the full 

complexity of 
CSR and 
financial 

performance 
relationships, as 
well as potential 
variations across 

industries. 

Integration of 
explainable AI 

in modeling 
CSR and 
financial 

performance for 
transparent and 

accountable 
decision-making 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI in 
financial 
decision-
making 
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27 
Gramespacher 
et al., (2021) 

ML techniques can 
be customized for 
credit evaluation 

requirements. 
Prioritizing an 

economic goal over 
accuracy can help 

increase profits. ML 
models that are 

simple and 
explainable can 

optimize the return 
target function 

without affecting 
accuracy or fidelity. 

Sensitivity to 
market variations, 

reliance on 
historical data 

Increasing use 
of XAI for 
optimizing 

economic target 
functions in 

loan portfolio 
management. 
Integration of 

XAI techniques 
into existing 
loan portfolio 
management 

systems. 

Considerations 
for fair lending 

practices 

28 
Gramegna et 
al., (2021) 

The study evaluates 
how well SHAP and 
LIME explain credit 
risk predictions in 
machine learning 

models. Both SHAP 
and LIME offer 
valuable insights 

into machine 
learning models for 
credit risk decision-

making. 

Dependency on 
model complexity 

and 
interpretability, 
dataset-specific 

results 

Integration of 
SHAP and 
LIME in 

ensemble credit 
risk models 

Considerations 
for fairness and 

bias in credit 
risk 

assessments 

29 
Moscato et 
al., (2021) 

It compares various 
credit risk scoring 
models to predict 

loan repayment in a 
P2P platform. 

Sensitivity to 
feature 

engineering, 
model 

interpretability 
trade-offs 

Exploration of 
deep learning 

architectures in 
credit scoring 

models 

Considerations 
for fairness and 
transparency in 
credit scoring 

30 
Dastile et al., 

(2021) 

The study 
demonstrates the 

effectiveness of the 
proposed model in 

making accurate and 
explainable 

predictions for 
credit scoring 

Interpretability 
challenges in 
complex deep 

learning 
architectures 

Integration of 
SHAP and 

LIME in deep 
learning models 

for credit 
scoring 

Considerations 
for fairness and 
transparency in 

credit 
assessment 

31 
Gite et al., 

(2021) 

The study proposed 
using LSTM and 
Explainable AI 
(XAI) to predict 

future stock prices 
using visual 

representations. 

Sensitivity to 
specific sentiment 

analysis 
algorithms and 

models 

Integration of 
SHAP with 
sentiment 

analysis for 
stock prediction 

Considerations 
for 

transparency 
and ethical use 
of sentiment 

data 

32 
Cirqueira et 
al., (2021) 

The study uses a 
design science 

research 
methodology and an 
Information Systems 

theoretical lens to 

Challenges in 
balancing 

interpretability 
and usability for 

diverse users 

Integration of 
user-centric 

design in 
explainable 

fraud detection 
models 

Considerations 
for user privacy 
and trust in AI 
explanations 
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create and assess 
design principles 
that connect fraud 
expert tasks with 

explanation methods 
for XAI decision 
support in fraud 

detection. 

33 
Preub et al., 

(2021) 

Explored risks and 
limits connected 

with the application 
of AI models in 

financial modeling 
and its application in 

practice 

High 

Explore the 
impact of AI 

governance on 
risk 

management 
practices 

Comprehensive 
literature 
review 

34 
Bussmann et 
al., (2021) 

Integration of XAI 
techniques for 

interpretability in 
credit risk models 

Interpretability 
may vary based 

on specific credit 
models 

Adoption of 
XAI in credit 

scoring models 
for transparency 

and 
accountability 

Considerations 
for fairness, 

transparency, 
and ethical risk 
management 

35 
Bussmann et 
al., (2020) 

Implementation of 
explainable AI 

techniques (SHAP, 
LIME) in enhancing 

interpretability in 
Fintech risk 
management 

Limited 
applicability to 

complex, 
proprietary 

models 

Integration of 
model-agnostic 
methods in risk 

assessment 

Considerations 
for 

transparency 
and regulatory 

compliance 

36 
Burgt et al., 

(2020) 

Implemented XAI in 
banking enhancing 
transparency and 
trust among all 
stakeholders, 

including banks, 
regulators, and 

consumers. 

Interpretability 
challenges in 

complex banking 
algorithms 

Integration of 
XAI in risk 
assessment, 

fraud detection, 
and customer 

service 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

37 
Demajo et al., 

(2020) 

The paper presents a 
credit scoring model 
that is both accurate 

and interpretable, 
addressing the need 

for model 
interpretability due 
to regulations such 
as the GDPR and 
the Equal Credit 
Opportunity Act 

ECOA 

Interpretability 
challenges in 

complex credit 
models 

Integration of 
XAI in credit 
scoring for 

transparency 
and 

accountability 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

38 
Ariza-Garzón 
et al., (2020) 

The study highlights 
the importance of 
explainability in 
machine learning 

models for granting 
scoring in peer-to-

Interpretability 
challenges in 

complex lending 
models 

Integration of 
XAI in lending 

models for 
transparency 

and 
accountability 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 
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peer lending 

39 
Rios et al., 

(2020) 

The study 
demonstrates the 
effectiveness of 

LRP in providing 
intuitive, human-

readable heat maps 
of input images, 

outpering traditional 
explainability 

concepts of LIME 
and SHAP for 
explainability 

The approach 
may face 

challenges in 
handling highly 

complex and 
large-scale 
structured 
datasets. 

Integration of 
Layer-Wise 
Relevance 

Propagation in 
structured data 

analysis for 
enhanced 

interpretability 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

40 
Rao et al., 

(2020) 

xFraud effectively 
and efficiently 

predicts the 
legitimacy of 

incoming 
transactions, 

advancing previous 
work by building 

upon a 
heterogeneous GNN 
to tackle transaction 

fraud detection. 

The model's 
performance may 
be influenced by 
the quality and 

representativeness 
of the training 

data. 
Interpretability 

might be 
challenging for 
highly complex 
fraud patterns. 

Integration of 
xFraud in fraud 

detection for 
transparency 

and 
accountability 

Considerations 
for fairness, 

transparency, 
and ethical use 

of AI 

41 
Giudici et al., 

(2020) 

Network-based 
credit risk models 

use financial 
network linkages, 
according to the 

report. 
Consideration of 
network structure 

improves risk 
assessment 
accuracy. 

Complexity of the 
financial network 

affects model 
effectiveness. 
Quality and 

completeness of 
network data 
affect model 
performance. 

Integration of 
network-based 

credit risk 
models for 

enhanced risk 
assessment 

Considerations 
for fairness, 

transparency, 
and ethical use 

of network-
based credit 
risk models 

42 
Pintelas et al., 

(2020) 

A grey-box 
ensemble model that 
combines black-box 

accuracy with 
white-box 

interpretability is 
presented in the 

study. This hybrid 
technique balances 
model complexity 

and interpretability. 

The model's 
performance may 
be influenced by 

the choice of base 
black-box models 
and the quality of 

interpretability 
methods. 

Integration of 
grey-box 
ensemble 

models for 
balanced 

accuracy and 
interpretability 

Considerations 
for fairness, 

transparency, 
and ethical use 

of grey-box 
models 

 

6. GAP AND LIMITATIONS IN CURRENT RESEARCH 
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The finance industry has shown considerable interest in XAI because of various compliance or 
customer-centric drivers. The critical research gap encountered can be grouped as follows:   

• Overcoming Challenges with Effective Solutions: The finance sector faces several challenges 
when implementing XAI. These challenges include the need for a widely accepted definition 
of explainability, balancing accuracy and explainability, and considering computational costs. 
Tackling these obstacles requires the collaboration of researchers, policymakers, and industry 
experts to establish definitive standards for explainability, devise privacy-preserving methods, 
and improve the effectiveness of explanations. 

• Areas of application: While XAI has already proven helpful in financial domains such as risk 
management, portfolio optimization, stock market applications, and green supply chain 
finance, further research is still needed to explore its potential application in other areas of 
finance, such as credit scoring, fraud detection, and regulatory compliance. 

• Proposed Research Agenda: It is imperative to develop a forward-thinking research agenda 
that elucidates the various applications of XAI within finance. This agenda should specifically 
address the existing challenges and identify potential areas for future research. 

• Regulatory Compliance: It's important to focus on developing XAI methods that adhere to 
regulatory protocols and build trust in AI systems across the finance sector. Banking 
regulators are paying closer attention to XAI and require AI results and procedures to be 
understandable to bank personnel. We can cultivate trust and ensure regulatory compliance by 
advancing XAI research in this direction. 
 

7. FUTURE DIRECTIONS 

• The potential for XAI to drive progress in the financial industry is substantial, with critical 
avenues that will influence its advancement. Moving from the theoretical background to 
practical implementation is recommended when exploring a topic's real-world usage and 
application. Thus, the approach can notably enhance customer satisfaction metrics and enable 
the tailoring of models (or explanations) to deliver superior user experiences. Recently, there 
has been a surge in the creation of verifiable XAI solutions that provide visual explanations of 
the model. The evolution of Generative AI solutions imposes additional complexity on the 
explainability of the AI solutions (Bussmann et al., 2020; Bussmann et al., 2021; Burgt 2020; 
Demajo et al., 2020, Taeihagh 2021).    

• In a previous study (Lee et al., 2018), a thorough examination of explainable 
recommendations was conducted, and the authors also explored potential avenues for 
advancing the field. Regarding the methodology adopted, it has been proposed that additional 
research is necessary to enhance the explainability of deep learning models used for 
recommendations.   

• Experts recommend the use of knowledge-enhanced explainable recommendation systems 
that incorporate domain knowledge. One potential avenue for exploration is to combine graph 
embedding learning with recommendation models. Additionally, it is advised to incorporate 
heterogeneous information for explainability, such as utilizing multi-modal explanations, 
leveraging transfer learning across diverse information sources, and analyzing the impact of 
different information modalities on user acceptance of explanations. 

• To provide efficient recommendations, it is essential to consider the context in which they are 
given and ensure that clear explanations are provided. A more comprehensive understanding 
of the recommendations can be achieved by combining a variety of explanations. By 
incorporating both symbolic reasoning and machine learning techniques, the quality of 
recommendations and explanations can be significantly improved, moving beyond 
collaborative filtering into collaborative reasoning. However, further research is necessary to 
enable machines to explain using natural language. Users will increasingly seek explanations 
for illogical recommendations as conversational recommendations continue to be refined 
through intelligent agent devices. Therefore, the underlying reasons behind recommendations 
must be thoroughly explored to maximize the system's effectiveness, transparency, and 
reliability. Hence, this is a continuous improvement activity.  
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• In today's fast-paced financial landscape, exploring effective techniques that can adapt to 
ever-evolving data structures is imperative. Striking a balance between data privacy and 
interpretability remains a top priority, and establishing robust frameworks that encourage 
responsible AI usage is critical. Looking at hybrid models that combine XAI with 
optimization methods holds great promise for achieving superior results. Robust testing of 
XAI methods across various economic scenarios, including stress testing, will provide 
valuable insights into model performance within dynamic financial environments. Also, the 
real-time adaptable methods are significantly important. A promising approach to enhancing 
interpretability is combining SHAP and LIME in hybrid models. Ongoing research 
investigates how these two methods can collaborate to explain intricate financial models. 

• Implementing systems that facilitate ongoing improvement based on user feedback is crucial 
for increasing transparency and establishing credibility. Establishing frameworks for ethical 
implementation and compliance of AI is imperative to effectively address ethical dilemmas 
within the financial industry. 

Adopting these guidelines can help the financial industry promote XAI's growth and widespread 
use, ensuring its longevity and efficacy in a dynamic environment. As referenced by the authors 
Gramespacher and Posth (2021), it is crucial to prioritize the development of user-friendly and 
intelligent interface modalities that align with users' objectives and requirements. For example, the 
system can gather user feedback to evaluate the quality of explanations provided. This feedback may 
include requests for more details, identification of redundant explanations, or suggestions for 
alternative explanations. Engaging in such communication can help improve future explanations. 
8. CONCLUSION 

XAI is a robust framework that promotes transparency and understanding in the decision-making 
process of traditional AI models, including DL and ML. In this systematic literature review, we 
analyzed over 70 primary studies out of 2500 related XAI articles from 2018 to 2024 to gain a 
structured understanding of the state-of-the-art XAI research in IS. Our exploration began with a 
detailed introduction emphasizing XAI's overarching significance in Information Technology Systems 
(ITS) and its relevance to the Finance sector. Through thoroughly examining existing works in this 
field, we uncovered vital gaps and limitations that must be addressed in future research. Our review 
culminates in a forward-looking exploration of the future directions XAI is poised to take. By 
weaving together these intricately connected sections, we present a comprehensive tapestry of XAI, 
providing insights, frameworks, and perspectives for the continued evolution of explainability in 
artificial intelligence. 
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