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This study uses artificial intelligence to comprehensively evaluate digital elevation models 

(DEMs), specifically SRTM, AlosPalsar, and ASTER, in the Moquegua region of Peru. Three 

recognized standards were used to evaluate the positional accuracy of DEMs: EMAS, NMAS, and 

NSSDA. The DEMs were also assessed through correlation, the coefficient of determination (R2) 

and the Bland-Altman Graph, which allowed us to understand and visualize the relationship and 

agreement between the elevations extracted from the DEMs and the altimetric control network of 

the national chart of Peru at a scale of 1:25000. The correlation and R2 revealed a solid 

relationship and a high degree of explanation for the variability of the elevations observed by the 

MDEs. The Bland-Altman plots confirmed the agreement between the elevations predicted by the 

MDEs and those observed at the points of the altimetric control network. This study highlights the 

importance and value of combining artificial intelligence techniques with statistical validation 

methods and positional accuracy standards to ensure the accuracy and reliability of EDMs in 

hydrological applications, thus providing a robust and verifiable framework for future research in 

this domain. 

Keywords: Artificial Intelligence, Delimitation of Hydrographic Basins, Digital Elevation 

Models, Hydrological Studies, Positional Accuracy.  

INTRODUCTION 

The accuracy in the representation of the terrain using Digital Elevation Models (DEM) is a 
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known problem in civil engineering and topography [1][2][3], being primary and most 

relevant spatial data for a wide variety of applications in hydrology [4]. The use of MDEs 

emerges as a fundamental pillar in the context of hydrological studies and hydrological 

modelling to plan, develop and manage water resources, which is addressed mainly by the 

precise delimitation of basins, hydrographic areas [5] as well as in the definition of their 

channels [6], influencing the hydrological modeling of hydrographic basins [4]. 

Digital elevation models (DEMs) are crucial for hydrology and water resources 

management. They provide a three-dimensional representation of the Earth's surface, which 

is essential for understanding and managing the flow and distribution of water, presenting 

several critical applications of DEMs in hydrology such as in watershed delineation 

[7][8][9][8][10][11], hydrological modeling [12], flood risk analysis [13][14], soil erosion 

and sediment transport [15][16], river and stream network analysis [17][18], rainfall-runoff 

analysis [19][20], wetland mapping and analysis [21][22],  groundwater flow and recharge 

analysis [23][24], irrigation planning and management [25], climate change impact 

assessment [10][26]. 

In summary, DEMs are invaluable in hydrology because they provide detailed and accurate 

topographic information, critical for water resource management, flood control, conservation 

planning, and understanding hydrological processes in a changing climate [27][3]. There are 

several ways to represent Digital Elevation Models (DEM), the most common being the 

regular mesh DEM and the irregular triangular network (TIN) DEM [28].  

Consequently, knowing the accurate delimitation of a hydrographic basin contributes to 

efficiently managing water resources for its inhabitants; consequently, poor delimitation 

causes social, economic and environmental conflicts. Therefore, interest was born in 

investigating the official delimitation of the hydrographic basin of the Moquegua River, 

managing to locate some errors in its delimitation. This study proposes to conduct a detailed 

evaluation of the positional accuracy and quality of MDEs. Specifically, those from SRTM, 

AlosPalsar and ASTER implement Artificial Intelligence techniques and statistical validation 

methods to manage water resources and strategy planning properly for sustainable 

development, providing a framework that contributes to the cartographic update of the 

delimitation of basins in Peru. 

The general objective of the study is to evaluate the positional accuracy and quality of the 

delimitation of the Ilo-Moquegua hydrographic basin more realistic to the terrain, carried out 

by the Digital Elevation Models (MDEs) derived from SRTM, AlosPalsar and ASTER, 

through the application of Artificial Intelligence techniques, positional accuracy evaluation 

standards (EMAS, NMAS and NSSDA) and statistical validation methods, to determine their 

reliability and applicability in hydrological studies, specifically in the delimitation of 

hydrographic basins in the Moquegua region, Peru. 

MATERIALS AND METHODS   

2.1. Study Area 

The Ilo-Moquegua hydrographic basin is located in southern Peru, in the department of 

Moquegua, mainly occupying the province of Mariscal Nieto. Geographically, it is between 

250,000 to 350,000 meters east and 8,040,000 to 8,135,000 meters north in the Universal 
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Transverse Mercator (UTM) projection of the WGS 84 world geodetic system, as seen in 

Fig. 1. 

 

Fig. 1. Location of Moquegua. 

2.2. Methodology 

To meet the research objectives, the spatial data used in the research were: 

1. Shapefile of the Ilo-Moquegua hydrographic basin developed by the National Water 

Authority at a scale of 1/100,000 [29]. 

2. Manual delimitation of the Ilo-Moquegua Hydrographic Basin based on 07 national 

charts at a scale of 1/100,000 from the National Geographic Institute [30]. 

3. 4,855 control points within the manual delimitation of the Ilo-Moquegua 

hydrographic basin located on the national maps at a scale of 1/25,000 of the 

National Geographic Institute[31]. 

4. Semi-automatic delimitation of the Ilo-Moquegua basin with data from the digital 

elevation model of the Advanced Spaceborne Thermal Emission and Reflection 

Radiometer (ASTER) downloaded from https://earthexplorer.usgs.gov/. 

5. Semi-automatic delimitation of the Ilo-Moquegua basin with data from the digital 

elevation model of the Shuttle Radar Topography Mission (SRTM) downloaded 

from https://earthexplorer.usgs.gov/. 

6. Semi-automatic delimitation of the Ilo-Moquegua basin with data from the digital 

elevation model ALOS Phased Array type L-band Synthetic Aperture Radar (ALOS 

PALSAR) downloaded from https://search.asf.alaska.edu/#/. 

The semi-automatic delimitations of the Ilo-Moquegua hydrographic basin were carried out 

with the Arc Hydro Tools geoprocessing tool (ESRI, 2019) and corroborated with the HEC-

GeoHMS geoprocessing tool [32], the same that were installed in ArcGIS 10.5 software. 

The methodology for evaluating the cartographic products resulting from the digital 

elevation model ASTER, SRTM and ALOS PALSAR and determining which one is more 

realistic to the representation of the terrain of the Ilo-Moquegua hydrographic basin was 

applying the National positional accuracy standards Map Accuracy Standard (NMAS), 

Engineering Map Accuracy Standard (EMAS) and National Standard for Spatial Data 

Accuracy (NSSDA), which with greater detail of the comparison method, positional 

component, accuracy standard, description and procedure, are in the “Guide for the 
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evaluation of the positional accuracy of spatial data” published by the Pan American Institute 

of Geography and History – PAIGH [33]. The PAIGH is a scientific and technical 

organization of the Organization of American States (OAS) responsible for generating and 

transferring specialized knowledge in the member states' cartography, geography, history 

and geophysics. 

Positional Accuracy Standards 

1. NMAS (National Map Accuracy Standard) 

• Scales smaller than 1:20,000: Horizontal accuracy requires that at least 90% of well-

defined control points be within 1/30 of an inch of the map. 

• Scales of 1:20,000 or greater: Horizontal accuracy requires that at least 90% of 

control points be within 1/50 of an inch of the map. 

• Vertical accuracy requires that at least 90% of the elevations be within half of the 

map's contour interval. 

2. EMAS (Engineering Map Accuracy Standard) 

It is a more rigorous standard than NMAS; that is, EMAS must meet requirements according 

to the scale of representation. Perform a compliance test with the standard to determine if the 

mean error is acceptable, according to the value of the student’s t distribution, with n-1 

degrees of freedom. Subsequently, compliance with the standard is performed to determine if 

the sample standard deviation is within acceptable limits. A test on the variance is performed 

by applying the Chi-square distribution with n-1 degrees of freedom. 

3. NSSDA (National Standard for Spatial Data Accuracy) 

• This standard establishes that the positional accuracy of the data must be statistically 

valid, and each component's root mean square error must be calculated. 

• For elevation data, the vertical mean square error (elevation accuracy) should be 

reported. 

• Accuracy is reported in terms of the 95% confidence level standard deviation. 

Validation of DEMs 

NMAS: We can calculate the proportion of control points within the specified accuracy 

tolerances and verify whether it meets the required 90%. 

EMAS: Depending on the specific project or jurisdiction, this may require additional 

specifications. 

NSSDA: We can calculate and report the vertical mean square error of the DEMs relative to 

the control points and verify if it meets the project or application requirements. 

Application of Artificial Intelligence in the evaluation and validation of DEMs 

For the evaluation of positional accuracy and statistical validation of the digital terrain 

elevation models that delimited the Ilo-Moquegua hydrographic basin, the advanced GPT-4 

artificial intelligence technology was applied, allowing for shortening processes and the use 

of various software for analysis and representation, a graphic of the results in each of the 

methodological stages that we describe: 

1. For the evaluation of the DEMs that delimited the Ilo-Moquegua hydrographic 

basin, the ASTER, SRTM and ALOS PALSAR files are uploaded to ChatGPT 4 in 
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raster format (*.tif) compressed in a *.zip folder; also the 4 855 altimetric control 

points in vector format (*.shp) compressed in another *.zip folder. 

2. ChatGPT 4 is then asked to extract the height values of the DEMs (ASTER, SRTM 

and ALOS PALSAR). 

3. When ChatGPT 4, you are asked to send the extracted values to Microsoft Excel 

*.xls format. 

4. We train Chat GPT 4 to apply the NMAS, EMAS and NSSDA positional accuracy 

standards. 

5. We ask ChatGPT 4 to perform the spatial analysis of the SRTM, ASTER and ALOS 

PALSAR DEMs with the Mean Absolute Error (MAE) and Root Mean Square Error 

(RMSE) metrics. 

1. We will proceed with the following statistical analyses: 

6. Correlation: we will calculate the Pearson correlation coefficient between the 

elevations of the control points and the elevations extracted from the DEMs. This 

coefficient varies between -1 and 1, where 1 indicates a perfect positive correlation, -

1 is a perfect negative correlation, and 0 is no correlation. 

7. Coefficient of Determination: This is the square of the correlation coefficient and 

represents the proportion of the variance in the observed elevations that is 

predictable from the DEM elevations. 

2. There is a difference between 0 and 1, where 1 indicates that the model explains all 

of the variability in the observed data, and 0 indicates that the model explains none. 

8. Bland-Altman Plot: This graph analyses the agreement between two measurement 

methods. In this case, we will compare the control points' elevations with the DEMs' 

elevations. The x-axis shows the average of the two measurements, and the y-axis 

shows the difference between them. Lines of agreement and limits of agreement 

(mean of differences ± 1.96 standard deviations of differences) are also plotted to 

help interpret the deal. 

RESULTS AND DISCUSSION   

For the validation of the cartographic products resulting from the digital elevation model 

ASTER, SRTM and ALOS PALSAR, in terms of horizontal positional accuracy, they 

comply because we are working as a final product of the maps at a scale of 1/60,000, 

calculated from of the pixel resolution founded by [34]; where the map scale is equal to the 

raster resolution * 2 * 1000; In our study, the ASTER and SRTM DEMs have a resolution of 

30 meters and all the DEMS are georeferenced to WGS 84. Therefore, the validation results 

refer to the vertical positional accuracy. NMAS-based DEM validation at a 1:60,000 scale 

considers the error tolerance for NMAS to typically allow 90% of control points to be within 

1/30 of an inch on the map. , when it comes to vertical accuracy (altitude/elevation). 

Terrain Tolerance (inches) =(1/30 inch on map) x 60,000 

Converting to metric units, it is 50.8 meters. The validation of this tolerance is seen in table 

1: 

Table 1. Validation of DEMs based on NMAS 
DEM Proportion Within 

Tolerance 

NMAS Compliance 
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SRTM 

ALOS PALSAR 

ASTER 

99,42 % 

93,33 % 

99,36 % 

True 

True 

True 

All DEMs (SRTM, AlosPalsar, and ASTER) comply with the NMAS standard for a scale of 

1:60,000 since more than 90% of the control points are within the allowed error tolerance. 

Notably, all DEMs show a high proportion of points within tolerance, indicating good 

conformity with the control points regarding vertical positional accuracy. 

The validation of the DEMs based on the EMAS with a representation scale of 1:60,000, 

therefore: 

Terrain Tolerance (inches) = (1/100 inch on map) x 60,000 

Converting to metric units, it is 15,24 meters. The validation of this tolerance is seen in 

Table 2: 

Table 2. Validation of DEMs based on EMAS 
DEM Proportion Within 

Tolerance 

EMAS Compliance 

SRTM 

ALOS PALSAR 

ASTER 

94,13 % 

0,93 % 

97,68 % 

True 

False 

False 

These results indicate that, regarding vertical positional accuracy relative to control points, 

the SRTM DEM is the most compliant with the EMAS standard at this scale and tolerance, 

while AlosPalsar and ASTER are not. 

The validation of the DEMs based on the EMAS with a representation scale of 1:60 000, so 

the error at the 95% confidence level (E95%) can be calculated by multiplying the RMSE by 

a factor derived from the normal distribution ( approximately 1.96 for 95% confidence): 

E95% = 1.96 x RMSE 

The DEM validation based on the NSSDA shows the Root Mean Square Error (RMSE) and 

the 95% confidence level (E95%) error for each DEM compared to the control points in Table 

3. 

Table 3. Validation of DEMs based on NSSDA 
DEM RMSE (m) E95% (m) 

SRTM 

ALOS PALSAR 

ASTER 

10.11 

40.13 

11.41 

19.82 

78.66 

22.37 

SRTM and ASTER have the lowest errors in terms of RMSE and E95%, indicating that they 

are more accurate than ALOS PALSAR. 

ALOS PALSAR has significantly higher errors, suggesting it may have lower vertical 

positional accuracy than the other two DEMs. 

The results of the statistical analysis are seen in Fig. 2, Fig. 3 and Table 4: 
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Fig. 2. Histograms represent the distribution of elevation values for each Digital Elevation 

Model (DEM): AlosPalsar, ASTER and SRTM. 

Histograms clearly show how elevation values are distributed in each DEM and allow you to 

identify modes, ranges, and possible anomalies in the data. 

AlosPalsar: The elevation distribution has a pronounced peak in the 2000-2500 m range, 

indicating a predominant elevation. 

ASTER: The distribution is relatively flat, which could indicate a more uniform 

representation of different elevation classes. 

SRTM: Similar to AlosPalsar, but with a slightly different shape, indicating differences in 

how each MDE represents the Earth's surface. 
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Fig. 3. Bland–Altman Plot 

Table 4. Statistical validation results 

DEM Correlation R2 

SRTM 

ALOS 

PALSAR 

ASTER 

0.999970 

0.999973 

0.999967 

0.999940 

0.999947 

0.999934 

Correlation and R2 

All DEMs (SRTM, AlosPalsar, and ASTER) have a correlation and R2 extremely high with 

the control points, indicating that the elevations of the DEMs are very strongly related to the 

observed elevations and explain a very high proportion of the variability in the observed 

elevations. 

In the Bland-Altman plots, the dashed red lines represent the average differences between 
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the observed and predicted elevations. If this line is close to zero, it indicates that, on 

average, the predictions are accurate. 

The dashed blue lines represent the limits of agreement, which are the mean of the 

differences ± 1.96 times the standard deviation of the differences. Most differences (about 

95% if the differences are typically distributed) should be within these limits. 

CONCLUSION 

The research determines the best digital elevation model for the Ilo-Moquegua hydrographic 

basin area. Firstly, given the larger scale, SRTM could be a viable option, especially in areas 

requiring less detail. Its RMSE and E95% are relatively low, indicating an acceptable level 

of positional accuracy. Secondly, similar to SRTM, it could be considered in areas where 

fine details are not critical, but additional validations should be considered. Thirdly, this 

DEM generally did not meet standards in our analyses, and therefore, caution should be 

exercised if it is considered for use. Fourthly, regardless of the DEM you choose, it is always 

advisable to perform additional validations, especially in critical areas for your project. 

Fifthly, in some cases, practitioners combine multiple DEMs to leverage each other's 

strengths and mitigate weaknesses. This might be a strategy to consider depending on your 

project. Sixthly, the correlation and R2 revealed a solid relationship and a high degree of 

explanation for the variability of the elevations observed by the MDEs. The Bland-Altman 

plots confirmed the agreement between the elevations predicted by the MDEs and those 

observed at the control points. Seventhly, this study highlights the importance and value of 

combining artificial intelligence techniques with statistical validation methods and positional 

accuracy standards to ensure the accuracy and reliability of EDMs in hydrological 

applications.  
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