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In this paper,we provide sufficient conditions for the oscillation of every solution of a non-linear
differential equations with multiple delays of the form

x() + Xisa pi(©)fi(x(7:(8))) = 0
where the coefficients pi € R and the delays ti e R*fori=1,2,...n.
We provide new sufficient conditions for the oscillatory solution of this equation. Our results
essentially improve the conditions in the literature.
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1. Introduction

In this paper ,we consider the first -order non-linear differential equation with multiple delays
of the form

X(t) + Xt piOfix(Ti (D)) = 0 (1.1)

where the coefficients p; € R and the delays t; € R*for i = 1,2,...n are functions of positive
real numbers such that

T(t) <t,t>ty,and tlim Ti(t) =0 (1.2)

By a solution of (1.1) , we mean a function that is continuous for t > T, , where

Ty = min{inf{t;(t): ty <t},1 <i<n}} and differentiable for t > t,.A solution of (1.1) is
called oscillatory if it has arbitrarily large zeros and otherwise ,it is called non- oscillatory. A
solution is called eventually positive if there exists a t; such that x(t) = 0 and eventually
negative if x(t) < 0 for t >t;. .

In [3], Julio Dix, Nurten Kilic and Ozkan Ocalan used the following conditions and notations.
(H1) 1€ C(R,R),1(t)<t, tlim Ti(t) =0 fori=1,2,...n.

h;(t) = sup{ 1i(s) ity <s < t},h(t)=max {h;(t): 1 <i<n}. (1.3)
(H2) pj € C(tO ,OO), R)a pl(t) = 0.
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(H3) f;eC(R,R), xfj(x) > 0 for x# 0 and

. X
M; = )l(l_r%sup%, 0<M;<co.

In (H1) , T;(t) are not necessarily monotonic, t;(t) < h;(t) <h(t) <t and h is non-decreasing.

In 2017,[1] G.E.Chatzarakis and Tongxing Li considered the differential equations generated

by several deviating arguments
(1) + Xiz1 pi(Ox(Ti()) =0

Throughout this paper, we use the following notations:

. . t
o= )(lirr(}olnfft(t) in:1 pi(s) ds

j 0 if o >1/e

D ()= “emriese ifoe[0,1/e] ifwe[0,1/e]
. t

A= tll)n;)sup f‘t(t) E{Ll pi(s) ds

where 1(t) = max (t) and t;(t) in (1.2) are non-decreasing , i = 1,2,...n.
<I<m

By Remark 2.7.3 in [7], itis clear that if t;(t) , i=1,2,...n, are non-decreasing and
A>1,

then all solutions of (1.4) are oscillatory. This result is similar to Theorem 2.1.3[7]
which is a special case of [5].

In 1978, Ladde [4] and in 1982, Ladas and Stavroulakis [6] proved that if

o> 1/,

then all solutions of (1.4) are oscillatory.

In 1984, Hunt and Yorke [2] proved that if t;(t) are non-decreasing ,

t-1;(t) <1g, 1 <i<nand

liminfEE pi(®(t— () >,

then all solutions of (1.4) are oscillatory.

Assume that t;(t) , i = 1,2,...n, are not necessarily monotone .

Set h;(t) = sup T;(s) and h(t) = max h;(t), i=1,2,...n.
<1=<n

toss st
fort>t,

Clearly, h;(t), h(t) are nondecreasing and t;(t) < h;(t) <t for all t > t,.
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2. Preliminary results:
The following Lemmas and Theorems are used to prove the main result.
Lemma 2.1: ([6], Lemma 2.1.1).

If (H1) and 11m mff 0 L. pi(s)ds hold, then

Jim 1nff ) M opi(s)ds= Xlirroloinff;(t) n o pi(s)ds

where t(t) = max{ T;(t) : 1 <i<nj}.

Theorem 2.2: ( [8,Theorem 2.1, 2.2])

Assume (H1) — (H3) , 0 <M; < o and one of the following two conditions hold:

hm 1nff(t) N oD (2.1)

Jim sup fh(t)Z{Ll pi(s)ds>M*, (2.2)
Then, every solution of (1.1) is oscillatory , where t(t) = max{ t;(t): 1 < i < n}

and M*= max{M;: 1 <i < n}.

From (H3) , we can choose M; for 1 <1< n such that
fOe(w(0) > 5 x(w(D) (See eq.(8) in [ 3]).
Thus (1.1) can be rewritten as
%(0) + Zig B x(1(6) <0 (23)

Lemma 2.3: ([1,lemma 2]
Assume that x is an eventually positive solution of (1.4), h(t) is defined by (1.11) and o by
(1.5) with 0 < a.< 1/e.Then

11{11 gonfx(h(t))_ D(w). (2.4)

Lemma 2.4:( [1,lemma 3]

Assume that x is an eventually positive solution of (2.3), h(t) is defined by (1.11) and o by
(1.5) with 0 <o < 1/e.Then

lim 1nfx(h(t)) > Ao, (2.5

t->

where A, is the smaller root of the transcendental equation A = e,

3. Main Result:
Theorem 3.1:
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Assume that h(t) is defined by (1.11) and for some j e N

i h(t) i
lim sup [y (%L1 5 exp (fgg Ly 2 Dexp( [, §i(W,0) duydwyds > 1,

G. 1)
where

Si(te)=(Z, B[ 1+

Lo i1 B2 exp ([ (Tt ) exp ([ Sy1 (W0 dp) du)ds]  (3.2)

with So= (XL, p'(t)) (Ao- €)and A, is the smaller root of the transcendental equation

A =e*
Then all solutions of (2.3) are Oscillatory.
Proof:

Assume for the sake of contradiction , that there exists a non-oscillatory solution x(t) of (2.3).
Since -x(t) is also a solution of (2.3) ,we can confine our discussion only to the case where the
solution x(t) is eventually positive. Then there exists a t; > t,

such that x(t) > 0 and x( t;(t)) >0, 1<i<n.forall t > t;.

Thus from (2.3) , we have

(1) = - {‘1pl‘ét)x(‘tl(t))<0 forallt> ty,

which means that x(t) is an eventually nonincreasing function of positive integers. Considering
T;(t) < h(t), (2.3) implies that

%0+ T B2 x(h(®) < X0+ T B x(t(®) =0 forallt> ty,

or
%(0) + T, PO x(h() <0 forall t> ty. (3.3)
Observe that (2.5) implies that ,for each € >0,there exists a t, such that
X)) 5 dp- & forall t> t, > ty. (3.4)
x(t)
Combining inequalities (3.3) and (3.4) ,we obtain
£(0)+ T1 29 o~ &) x(1) <0 forall t > t, (3.5)
or
X(t) + Sox(£) <0 forallt> t, (3.6)

where So= {‘zlpiT(it) (Ro- €)
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Applying Gronwall inequality in (3.5) ,we conclude that
X(s) > X(1) exp (. So(9,€) d9 ), t>s> t,

Now we divide (2.3) by x(t) > 0 and integrate on [s,t],so

t)'((u) pi(w) x(i(u))
- fs x(u) le 1 M; x(u) du

pi(w) x(t(u))
_f Z‘ 1w, x(u) du

or

X(S) n Pi(w) x(t(w)
no > f hy du, t

since Tij(u) < t(u) <u,u=ts= t;(u)in(3.7)

>8>
M;  x(u) zs2 te.

X(T(w)) > X(u) exp (f; So(9,€) d9),t>5> t,

Combining (3.8) and (3.9) , we obtain for sufficiently large t,

N2> fion, Blexp (f1So(9,) d9) du,

N~ =1y,
or
X(s) 2 X(0) exp ( [ (Sis B Yexp (J; So(9,€) d9) du)
Hence,

X(H(5)) 2 X(0) exP ([, Ty P)exp ([ So(9,€) d9) du)

Integrating (2.3) from 1(t) to t ,we have

X() = X(x() + [ (Tig B Ix( () ds <0

X() = XG0) + [ (S D) x(x(s) ds <0

It follows from (3.11) and (3.12) that

(3.8)

(3.7)

(3.9)

(3.10)

(3.11)

(3.12)

X(0) - XY+ X(8) [ (Tig B exp ([ (s B2 Yexp ([ So(8,2) d9) dwyds <0,

Multiplying the last inequality by Y™, p‘—() , We get

(T BEX(0 - (i BHx(e(®)

+H(ZI1 B2 x(O) [ (Ti1 ) exp ([ (Tis 2 exp ([, So(9,8) 49 )du) ds < 0

. (3.13)

Furthermore,

Nanotechnology Perceptions Vol. 20 No. S15 (2024)



Oscillation Condition for a System of Non-Linear... R. Rama et al. 1976

as x(1) < - X1k, B9 x(1y(1))

X o< - LAY x(w®) = - ILEYxa,
(3.14)
Combining inequalities (3.13) and (3.14) , we have

R, 29yy1) + k() +

11M

(021 p,'vit)) x(t) ft(t)(Zl 1 pl'vis)) exp ( ft(s) n, p:\f[‘:) exp (ftlzs) So(9, s) dd ) du)ds< 0.
(3.15)

That is,

X+ lp;;t))x(t)+

(i B X(0) [ (T B2 Yexp ([ Sy B exp ([, So(9,8) d9) du) ds <0.
Hence,

X0+ B [1+

o ";ﬁ”) exp ( [ (Zi1 B exp ([5,) So(9,8) d9) du ) ds)Ix() <0

x(t) +S1(t€) x() <0 (3.16)
where
S1(t.¢) - EL A [1+

1( ) ilu
Lo (Zea B2) exp ([ Sy B exp ([5,) So(9,£) d9) du ds]

Integrating (3.16) on [s ,t ] leads to

X(s) > x(t) exp( [ S1 (W, €) dy (3.17)
We notice from (3.6) to (3.11) that x satisfies the inequality
X(x(w)) > x(u) exp( [ S1( W, ) dy (3.18)

Combining now (3.8) and (3.18) ,we obtain
X(8) 2 X(0) exp ([ (Zis B Jexp( [, S1(W,€) dy) du),
from which we take
X(H(5)) 2 X(0) €XP (5 (Zi B Jexp( [, S1( W, €) dy) du). (3.19)
By (3.12) and (3.19) , we have
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X() = X(T0) +X(O) [ Zit B exp ([ Ty B exp( [, S1(W,2) dyp) du) ds <
0,

Multiplying the last equation by ».i* 4 p‘(t) ,we find
x()( ) - X( w(0)( r, )+

X1 20D [ s B2 exp ([ (T, B exp( [y, S1(W,€) dp) du) ds <0,
As 1;(t) < T(t),

Furthurmore,

0 A2 ) xmo ) e I
1 20 [ i B exp ([ (Tis 2 exp( [, S1( W, ©) dy) du) ds <0,

() (T, B )+ (1) + X()

Ty B {0 (Tt B2 exp ([ (Tiia B dexp( [y, S1(W,©) dp) du) ds <0,

x()+(Cn 1";\;‘)) [1+
[l Oy ";ﬁ”) exp ( [y (Zi1 B exp ([, S1( W, €) d) du ds]x() <0.
Therefore , for sufficiently large t,
x(t) +S,(t,e)x(t) <0, (3.20)
where ,
Sa(te) = (T D [1+
[ (i1 B2y exp ([ Ty B0 exp ([, S1(W,€) dp) du) ds]
Repeating the above procedure ,it follows by induction that for sufficiently large t
x(t) +S;(t,e)x(H) <0, jeN

where
Si(t 8=, B[ 1+
[ (1 B2y exp ([ Ty 25 exp ([, Si-1(W,©) dip) du dis]
Moreover ,since 1(s) < h(s) < h(t), we have
X((5)) 2 X(N(0) exp ([ys) (Big B Yexp( [, S( W, ©) dy) du). (3.21)

Integrating (2.3) from h(t) to t and using (3.21), we obtain
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11M

02 x(t) = X(N(D) + fy o (Zi1 B52) x( 1i(s))dls

= X() = X(N(0) + iy Ty B2 )x( ()0
> N - x(h()) + x(h())
gy i D) exp ([ (s ) exp( [, S;( W, £) dy)du)ds.

That is,

X(t) i x(h(t) + x(h(t)
gy i B exp (] (S’ (T 2 exp( [y, S;(W,2) dp)du)ds <0
(3.22)

The strict inequality is valid if we omit x(t) > 0 on the left-hand side. Therefore,

X(O0) U Eia B )exp ([ Ty B0 exp( [, S;(W,€) dp)du)ds -1] <0,

or

1() h(t) i(w)
Juo [ERea B €xp (foggy) et 3™ exp( Sy, Si(W,€) dp)dwyds -1] <0.

Taking the limit as t — oo, we have

i( ) h(t i(w)
lim sup [ 1y 5 exp () (TiLa ) exp( [, Si(,€) dp)du)ds <1

Since € may be taken arbitrarily small,this inequality contradicts (3.1) .This completes the
proof.

Theorem 3.2:
Assume that o defined by (1.5) with 0 <a < 1/e and h(t) by (1.3).1f for some j € N,
i( ) h(® i(w)
lim sup f, o (%1 5 exp ([ (Tila "0 exp( [, Si(W,2) dnduyds > 1 - D(
). (3 23)
where S; is defined by (3.2),then all solutions of (2.3) are oscillatory.

Proof:

Let x be an eventually positive solution of (2.3) .Then , by Theorem 3.2, inequality
(3.22) is satisfied.

That is,
X(t) x(h(t)) + x(h(t))

1() h(t) i
o i B exp ([ (Tis B2 Yexp( [, S;( W, ) dy)dwyds <0

pi(s) h(v pi(w ®
o i B )exp (g (St = dexp( [y, S;(W,€) dyduyds <1 -2,
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pi( ) h(t i(w
lim sup [ 511 5 exp ([ (T ) exp( [, Si(W.€) dip)du)ds

<1.1i x(t)
<1-lim =, (3.24)

By Lemma 2.3,

i h(t) i
lim sup [}, (T4 52 exp ([ (E1 P2 )exp( [, Si(W,€) dyyduyds < 1 -
tllm D( a).

Since € may be taken arbitrarily small, this inequality contradicts (3.23).
The proof of the theorem is complete.
Theorem 3.3:
Assume that o is defined by (1.5) with 0 < a < 1/e and h(t) by (1.11).If for some j € N

i(s) i(w)
lim sup f 511 5™ exp (Lo (Uil B2 Dexp( [, Si(,2) dupyduyds > 5o -
1, (3. 25)
where S; is defined by (3.2), then all solutions of (2.3) are oscillatory.

Proof:

Assume for the sake of contradiction,that there exists a non-oscillatory solution x of (2.3)
and that X is eventually positive.Then , as in the proof of Theorem 3.1,(3.21) is satisfied,
which yields

h l’l i u
X(x(5)) 2 X(n() exp ([1e) (Ziy B Yexp( [, i W, ©) dy) du).
Integrating ( 2.3) from h(t) to t,we have

X() ~X(N() + f (Cia B x( () ds <0

or
X() = X(0) + fye (Zis B x(x(s)) ds <0.
Thus by ( 3.21),the last inequality gives

X() = X(N0) + fyy (Tt B (1) exp ([1o (s B2) exp( [, S;( W, ) dw) du)
ds<0.

or

X() ~ X(N(0) + X(8) fy o (Tia B2y exp ([, Ty B yexp( [y, S;(W,€) dp) du)
ds<0.

Thus, for all sufficiently large t , it holds
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1( ) l( ) h(t)
fh(t)(21 1pMS ) exp (ft(s)(zl 1pMu ) exp( f:zu) S;(P,£) dg) du) ds < X(x(t) ) 1

Letting t — oo ,we take

i(s) i(w)
lim sup f, o (51 5y )exp ([ (ks By exp( [, Si(W,2) dpdwyds <
tim 200
tooo X(t) !

which ,in view of (2.4) gives
tim sup [ (T 5 exp ([ (Tt B) exp( [, Si(W, ) d)duyds <1,

Since ¢ is arbitrary small, this inequality contradicts (3.25).

The proof of the theorem is complete.

Theorem 3.4:

Assume that o is defined by (1.5) with 0 < o < 1/e and h(t) by (1.11).If for some j € N

lim sup f1 (T B Yexp ([ (Tt P exp( [, Si( W) dduyds >
D(a) (3.26)

where §; is defined by (3.2) and A, is the smaller root of the transcendental equation A =

ea)t

1+Iniy
A

then all solutions of ( 2.3) are oscillatory.
Proof:

Assume ,for the sake of contradiction, that there exists a non-oscillatory solution x of (2.3)
and that x is eventually positive. Then ,as in Theorem 3.1 ,(3.21) is satisfied. By (2.5), for each
¢ > 0,there exists a t; ,such that

2o —s<%g” forall t>t, , (3.27)
x(h(D))
x(s)

= X0®) _ xb®) _x(b®)
x(h(t)) - x(s) T ox(® °

In particular for ¢ € (0, A¢ — 1), by continuity there exists a t* € (h(t),t] such that

Since is non increasing in s ,we have

<h(t)<s<t,

_ x(h(®)
L<ho—e="g- (3.28)
By (3.2), we have
h ll i u
X(2(5)) 2 X(N(6)) exP ([ (Tig B Yexp( [, S;( W, ©) dy) du) (3.29)

Integrating (2.3) from t” to t,we have
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X() — x(t) + [ (2, By x(x(s)) ds <0,

llM

By using (3.29) along with h(s) < h(t) in combination with the non increasingness of x ,we
have

X(@) ~X(E) + X(O) [ (Tt P2 exp ([ (Tt o) exp( [, S;( W, ) dy) du) ds <

0,
or

pi(s) h(S) 0 pi(w x(t) o x(®
ft*(( 21 1. M; ) exp (f (s) 1 1 M; )exp( f‘t(u) ](‘"IJ 8) d\V) dU)) ds)_x(h(t)) x(h(t))'

In view of (3.28) and Lemma 2.3 for the € considered, there exists a t, > t,, such that
i(s) h(s) i(w) 1
Je(ZRA B ) exp ([ (Bt Py Jexp( [y Si(W,€) dy) du) ds < = - D(@) + ¢
(3.30)
for t > tg.

Dividing (2.3) by x(t) and integrating from h(t) to t * , we find

pl(t) x(t(s)) <t X(S)
f (t)(zl 1y, x(s) fh(t) x(s)

And using (3.29) , we get

t+ x(s)

Pi()y x(h(s)) h(s) pi(w u
fh(t)(zl 1 M; ) x(s) (f-[(s) (21 1 M; ) exp ( ft(u) si( ll’r 8) dll’) du) fh(t) x(s)
ds (3.31)

( (S))

By (3.26), for s > h(t) >t ,we have =2 > A4 — &, so from (3.31) we get

h(s) tx x(s)

O‘O - 8) f h(t) (21 1 pllvit) (ft(s) (Zl 1 p;\flu) )exp ( ft(u) Si( ‘I’! 8) dll’) du) fh(t) x(s)
ds .

Hence for sufficiently large t, we have

f h(t) (Zl 1 pllvit) ) exp (f-:ES) (Zl 1 P;v(l“)) exp ( f-:;u) Si( ‘IJ’ 8) d‘l’) dll) ds

ft* x(s)
oo &) “h() x(s)
_ 1 x(h(t))
T (o-®) x(to)
_ In(dg - &)
- (o-9) ’

(3.32)
Adding (3.30) and (3.32), and then taking the limit as t — o, we have

lim sup [}, (T2 exp ([ (Tt B exp( [, Si( W, €) d)du)ds
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< 1+In(Ag - €)
- (-9

Since € may be taken arbitrarily small, this inequality contradicts (3.26).

- D(a) + &.

The proof of the theorem is complete.
Theorem 3.5:

Assume that h(t) is defined by (1.3) and for j e N

i(s) h i(w) 1
lim inf fi (5 B)exp ([ (X1 B) exp( [, §i(W,8) ddddwds > ¢,

(3. 33)
where S; is defined by (3.2) .Then all solutions of (2.3) are oscillatory.

Proof:
Assume for the sake of contradiction, that there exists a non-oscillatory solution x(t) of (2.3).

Since -x(t) is also a solution of (2.3),we can confine our discussion only to the case where the
solution x(t) is eventually positive. Then there exists a t1 > to such that x(t) >0 and x(zi(t)) > 0,

1 <i<mforall t>t;. Thus, from (2.3) we have

%(0) = - (T B2 x(6(©) <0 forall t2 b,

which means that x(t) is an eventually non-increasing function of positive numbers. Moreover,
as in previous theorem, (3.29) is satisfied.

Dividing (2.3) by x(t) and integrating from h(t) to t, for some t> > t1 , we get

t i i(s)
X ) fh(t)(21 1PI\/ES))X(17 s)dS<O

X(h(t)) x(s)
x(h(t) Pi(s) y X(*(5)) 4
In( x(t) )= fh(t)(Z‘ T m ) x(s) ds (3.34)

Combining inequalities (3.29) and (3.34),we obtain

(h(®) Pi(s) y x(h(s)) h(s) pi(w) u
In ( Xx(t) ) = fh(t)( Zl 1 M; ) XX(S) (f (s) P 1 Mlil ) exp( f-[(u) Si( llJ, 8) dll’) du)
ds.

Taking into account that x is non-increasing and h(s) < s, the last inequality becomes

h(t) i h(s) i(w)
(X2 2 fuo(Zia B2 ) exp ([ (S B exp( [, Sj(w,©) d) du) ds.
(3.35)

From (3.33) ,it follows that there exists a constant ¢ > 0 such that for sufficiently large t
1() h(s) i(w 1
S i B exp () (Clr B exp( S, Si(W, ) dp)dwyds > >,

Choose ¢ such thatc > ¢ > ; . For every € > 0 such that ¢ — £ > ¢, we have
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pi(s) h( ) i(w) o1
o Eia B exp ([ (EIa B0 exp( [, Si(W,€) d)dwyds > ¢ -6 > ¢ > ¢,

(3.36)
Combining inequalities (3.35) and (3.36), we obtain

x(h(t))
In( X0 )_ , t>1ts.
Thus
(KDY ) > ¢ > ec > 1,

x(t)
which gives ,for some t>t4 > t3,

x(h(t)) > (ec") x(t).
Repeating the above procedure ,it follows by induction that for any positive integer k,

%S)) > (ec )X for sufficiently large t.
(In(2)-In (c)

1+In (c)

x(h(1) K — s212
(1) 2 (ec) > (3.37)

Since ec’ > 1, there is a k € N satisfying k > 2 ( ) such that for t sufficiently large

Next we split the integral in (3.36) into two integrals ,each integral being no less than %

i(s) h( ) s(w) ,

[N Sy B yexp ([ (S04 ) exp( [, $;(W,2) dp)du)ds > <
(3.38)

1 h( i »

0> 1"Nf)) xp ([, (5) {‘1%‘:)) exp( [, Si(W, &) d)du)ds > <
(3.39)

Integrating (2.3) from t,, to t, we deduce that
X() ~ X(ta) + f; (Zt B2 )x(i(5))ds = 0
or

X(0) - X(tn)+f (ER, B x(x(s))ds < 0.

llM

which in view of (3.29),gives

X(0) ~ X(t) + X(B(O) [} (T1 B2 exp ([ (Tha B yexp( [y, Si( W, ) dy) du) ds

<0.
The strict inequality is valid if we omit x(t) > 0 on the left-hand side.

= X(tn) + X(h(D) [} Ty B2 exp (1) (S B exp( [y, Sj(W,8) dw) du) ds <0,
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Using the inequality in (3.39), we conclude that
X(tw) > S x(h(0). (3.40)
Similarly, integrating (2.3) between h(t) to t,with the later application of (3.29) leads to
X(tn) —x(h() + © o w
th n ilS n il
X(B(E)) fyt Sy 22 Yexp ([ (Ziny 252 exp ( [, S (W, ©) dp) du)ds< .
The strict inequality is valid if we omit x(t,,) > 0 on the left-hand side.
x(h(®) > & x("(tn)). (3.41)
Combining inequalities (3.40) and (3.41) ,we obtain
x(h(ty)) < = x((D) < ()% x(ty),
which contradicts (3.37) .
Thus the proof of the theorem is completed.
Example 1:
Consider the non-linear delay differential equation
. 5
X(1) + 2o X(t1 (8) (IX(T (D) +3) + 5 X(T(0) (Ix(t2(0)] +3) + 2o X(13 (D) (IX(t3()]

1 —
+E)_O’t20’

with (3.42)
| t+12K-2 ift e [6k , 6k +1]
4t-18k-7 ifte[6k + 1, 6k +2]
-t+12 k +3 if t € [6k+2, 6k +3] and T (t) =14(t) -
0.1, .
T (t) = t-3 if t e [6Bk+3, 6k +4] 73(t) =1(h) -
0.2,
| -2t+18k+9 if t € [6k+4 , 6k +5]
5t—24 k26 if t € [6k+2, 6k +3]

where k € Ng and Nyis the set of non negative integers.
By (1.11),we see that

6k -2, if t € [6k,6k + 1.25],

hy(t) = 4t-18k-7, ift e [6k +1.25, 6k+2], and h,(t) = hy(t) — 0.1,
6k+1, if t e [ 6k+2, 6K + 5.4], hs(t) = h,(H) — 0.1,
5t 24k — 26 if t e [ 6k + 5.4, 6k + 6],
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and consequently,

h(t) = max h;(t) = hy(t)and (1) = max 7(t) = (1) .
<i< <I<
Also we have
a=liminf [ 7% pi(s)ds = llmlnff6k+ 3.8ds = 3.8

and therefore ,the smaller root of e38* =X is A = - 0.357.

By (H3),
M — llmsupf() 0<Mi<OO.
= = i ; =
My = limsup o = lim sup RO
M, = li —_— T
2= MSPHGo T x2S P Y (ke o) D

M; = Ii =l X(REOI D)
3= 1m supf x XB(}S“I’ X(|x(rl(t))|+1)

Thus 33 1p11v§t) p;[(t) + p;[(t) n p;[(t) — % + 1:6 + g = 1159,
1 2 3

Let us prove that the solutions of ( 3.42 ) is oscillatory by showing (3.1) of Theorem 3.1
holds.

i h 1
The function F; = fh(t)(Zl 1pNiS) exp (/. (S)(Z? 1p (u)) p(ft(u)S (P, &) dp)du)ds

attains its maximum att = 6k + 5.4, ke Ng , for every j > 1.Specifically,
F,(t=6k+5.4) =

6k+5.4 i ) 6Kk+1 i(w)

Jorr EEaB) exp (g Ea B )exp( [, S1(W,8) dip)duyds
with
S1(te)=(EL, D1+
i(s) i(w) i(z)
Lo @i Bar) exp (foy Ba B exp ([5,) 2o (B, B5) dz) dw)dv]
We obtain

S;(t€)=1.159[1 +
o5 1,159 exp ([orr " 1.159 exp (fory (— 0.357)(1.159) dz)dw )dv]

S; =11.36.
Thus ,

Fy(t=6k+5.4) = [7" 1.159 exp (f,] 1.159 exp( [}, (11.36)dy)du)ds
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F;(t=6k +5.4)~5.09 andso
tlingo sup F;(t) =5.09 > 1, thus satisfying condition (3.1) of Theorem 3.1 is for j = 1, and
therefore all solutions of (3.42) are oscillatory.
Example 2:
We consider the following first order non-linear delay differential equation

X(t) + o5 X(T(®) (X ®)] +3) + o0 X(©0) (X(wR®) +2)=0,t=0,
(3.43)

where
With
t-1 ifte[3k, 3k +1]
T, (t) = -3t+ 12k +3 ifte[3k+1, 3k +2]
5t— 12k - 13 ifte[3k+2,3k+3] ,keNy and t,(t) =t1(t) -2,
Also,
t-1 ifte[3k, 3k +1]
hy(t) = -3k if te[3k +1, 3k +2.6]

5t—12k-13  ifte [3k+2.6, 3k +3] and h,(t) = hy(t) - 2,
h(t) = max h;(t) =h;(t)and 1t(t)= max T ® =1 (0.
<1< <1<
Also we have
. . t
o= Xll)ngolnff-[(t)(zizzl pi(S))dS .
Y2 pi(s)= 0.93+0.99=192.
ot ot
Therefore, a= Xll,ngomffr(t)(zizﬂ pi(s))ds = Xll,ngomfft—12i2=1 pi(s)ds =1.92.
and the smaller root of 1922 = is A, = - 1.086.
By (H3),
. X
M; = )l(l_r%sup%, 0<M;<oo.

. X _ .
M; = )1(1_1‘{(1) supm = lim su 2.71,

X —
X200 P X (xm@l + 5
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Mo = JImsup g = i SUP L hemoni vy - 32

Also Y2 1‘);4@ ;A“) Pid“) 1.076.
1 2

Let us prove that the solutions of (3.43) is oscillatory by showing (3.23) of Theorem 3.2
holds.

To show that ,

i h(t) i
lim sup fy 32, 2 exp ([ B2, B exp( [, S:1(,) dyduwds > 1-D(a)

t-> o

where

it
Si(W,e) = 12_1 pNEl) [1+

t pi(s) t pi(u) u
o 2 B exp ([ 320 B exp (J4) So( ) ) du dis

and

i®
So = 121pM (A — ) .

Hence
So = (228 + 220y () £)=(1.076) (- 1.086) = -1.168 ,
M, M,
S, =1.076 [1+ ftt_l 1.076 exp (f(ts_l) 1.076 exp (fli‘_1 —1.168dy) du ds
= 37.54.

Therefore,

. t i(s) h(H) i(w
lim sup fy ) Bfa = exp (i) B 5y exp(yy S1( W) di)du)ds

= lim sup [, T2, B exp (f,7) T2, B0 exp( [, S1(W,€) dy)du)ds

t->

= lim sup [ 1076 exp (f._, 1.076 exp( [, 37.54 dy)du)ds
=1.076.
Also,
as 0=192> % , by (1.6),
D(a) =0.
1- D(o) =1-0 =1.
Thus proving
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. t i h(t i —_
lim sup fi, %zlpT(is) exp ( fr(g)) 12:1"1\2‘:) exp( [, S1(,€) dip)du)ds = 1.076

>1-D(a)
=1
Thus proving the inequality (3.22). Hence the solutions of (3.43) are oscillatory.
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