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DDoS attacks represent a significant threat to cybersecurity, inflicting significant 

damage on individuals and organizations alike. These attacks compromise 

network performance, deplete system resources, and disrupt service availability. 

To mitigate this risk, this study employs supervised learning algorithms to 

distinguish between legitimate  and malicious network traffic.  Leveraging the 

CIC-DDoS2019 and DDoS SDN datasets, the research evaluates the performance 

of Deep Neural Networks (DNN), XGBoost (Extreme Gradient Boosting), 

Restricted Boltzmann Machine with Supervised Fine-tuning (RBM_SVF), Naive 

Bayes, K-Nearest Neighbors (KNN), Decision Tree, SGD (Stochastic Gradient 

Descent), Quadratic classifiers and  Logistic Regression. The dataset was divided, 

with 75% designated for training and 25% reserved for testing. To improve model 

performance, feature scaling was performed using the StandardScaler. Among 

the tested algorithms, The Deep Neural Networks (DNN) algorithm demonstrated 

superior accuracy 99.6 % in identifying DDoS attacks in comparison to XGBoost 

(98.3%), RBM_SVF (97.2%) and KNN (96.5%). The results indicate that Deep 

Neural Networks (DNN) proved to be the most effective model for detecting 

DDoS attacks in this experimental setup. 
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1. Introduction 

DDoS attacks happen when a target's service is overwhelmed and disrupted by a massive 

influx of traffic originating from multiple sources.  These attacks pose a significant risk to the 

Global network. Cybercriminals use DDoS attacks as formidable tools, overwhelming the 

target's network with a massive influx of packets. This depletes resources, hinders service 

performance, and blocks legitimate ussers from gaining access. As the number of internet users 

continues to rise, the frequency of these attacks has escalated, leading to significant financial 

losses. DDoS attacks, which leverage IP spoofing to hinder request processing and interfere 
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with normal operations for legitimate users, are the most prevalent type of distributed network 

attack. Applications based on web and e-commerce sites often become prime targets, serving 

various malicious purposes. The limitations of traditional networking devices contribute to the 

occurrence of DDoS attacks. The constantly expanding range of tools and techniques has 

turned DDoS attacks into one of the biggest challenges for recognition and verification. To 

effectively counter DDoS attacks, it is essential to establish a thorough security framework, 

implement intrusion detection systems, and use firewalls [1]. 

In a typical DDoS attack scenario, a malicious actor overwhelms a victim server with a flood 

of traffic originating from a botnet, leading to network interruptions. The proliferation of 

digital platforms for activities such as online shopping, banking, and data exchange has 

accelerated the shift from physical to digital realms, driven by technological advancements [2-

5]. DDoS attacks represent a serious risk to cybersecurity, capable of inflicting substantial 

damage on individuals and organizations. These attacks overwhelm target systems with 

excessive traffic, leading to network congestion, resource exhaustion, and service disruptions. 

To address this critical issue, this research suggests a supervised machine structure as a defense 

mechanism. 

 

2. Literature Review and Analysis 

A range of research studies focused on the detection and classification of DDoS attacks is 

reviewed in this section. To reduce the effects of these attacks, researchers have designed an 

algorithmic system derived from C4.5 decision trees, which, when combined with signature-

based detection, effectively identifies DDoS attack patterns. Further studies have explored the 

application of additional machine learning approaches, including recurrent deep neural 

networks, demonstrating superior performance compared to traditional methods. For instance, 

one study reported a significant reduction in error rate from 7.517% to 2.103% when using 

deep learning on a larger dataset [12]. This research explores several innovative approaches to 

combating DDoS attacks. ArOMA is an autonomous DDoS defense system that leverages the 

programmability and centralized control of Software-Defined Networking (SDN) to facilitate 

traffic monitoring, detect anomalies, and implement mitigation measures automatically. 

Security functions are distributed across the network, ArOMA enables Internet Service 

Providers (ISPs) to effectively manage DDoS traffic while prioritizing customer needs.  

Experimental results demonstrate ArOMA's ability to maintain video stream quality during 

DDoS attacks [13]. A separate study examines the Mirai botnet, analyzing its rapid expansion, 

victim profiles, and evolution over a seven-month period. The research highlights the 

vulnerabilities within the IoT ecosystem and proposes potential mitigation strategies. DBod is 

an innovative system designed to detect botnets based on Domain Generation Algorithms 

(DGA) by analyzing DNS query behavior. By exploiting the consistent querying patterns of 

infected hosts, DBod effectively identifies both known and unknown DGA-based botnets[14]. 

Finally, the concept of Zombie Coin introduces a Bitcoin-based botnet command-and-control 

infrastructure. This approach offers increased resilience to takedown efforts and regulatory 

actions by leveraging the Bitcoin network's decentralized nature and advanced features. The 

authors anticipate a growing trend towards Bitcoin-based command-and-control systems 

among botnet operators. This research aims to facilitate the development of effective 
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countermeasures against this emerging threat[15]. These studies collectively contribute to the 

advancement of DDoS defense strategies by exploring novel approaches and demonstrating 

their effectiveness in mitigating these complex attacks. 

 

3. Design and Implementation of the Proposed Model 

This study seeks to create a machine learning technique for the classification and prediction 

of DDoS attacks. The proposed framework encompasses several key stages: dataset selection, 

data preprocessing, feature scaling, data visualization, data splitting, model building, and 

model evaluation. To discriminate between DDoS attacks and benign network traffic, the 

framework employs Logistic Regression, K-Nearest Neighbors and Random Forest methods 

[3]. This study employs a dataset comprising a subset of CIC-DDoS2019 and DDoS SDN. 

These datasets are widely used in network security research for intrusion detection and traffic 

analysis. The resulting dataset contains 500,000 instances with seven attributes, including 

Timestamp, Mean Forward Packet Length, Average Forward Segment Size, Initial Forward 

Window Bytes, Forward Segment Size, and a label denoting the presence of a DDoS attack. 

The dataset exhibits an 80:20 ratio of benign to DDoS traffic [4]. The raw network traffic data 

was subjected to a preprocessing phase to convert it into a suitable format for machine learning 

analysis [5]. The dataset was assessed for any missing values. The missing no library was 

utilized to evaluate the dataset for missing values. The visualization confirms the absence of 

missing data points. The dataset was chronologically ordered based on the Timestamp 

attribute. To ensure that features contribute equally to the machine learning model, feature 

scaling was applied using Min-Max normalization [6]. To facilitate data exploration and 

understanding, visual representations were generated using the Seaborn library. A heatmap 

was created to visualize correlations between attributes. Heatmaps employ color gradients to 

represent relationships between variables. Heatmap depicts the correlation matrix, where color 

intensity represents the strength of the correlation between each pair of attributes. A strong 

positive correlation is indicated by warm colors, whereas a weak or negative correlation is 

represented by cool colors. Distribution Plot illustrates the distribution of data points for each 

class (DDoS and Benign) in the dataset. It reveals that the dataset is imbalanced, with 80% of 

the traffic being benign and 20% being DDoS attacks. Pie Chart provides a visual 

representation of the class distribution within the dataset, confirming the 80:20 ratio of benign 

to DDoS traffic [7]. 

3.1. Handling Class Disparity 

The dataset exhibits a significant class imbalance, with DDoS instances constituting only 20% 

of the data. To mitigate the potential bias introduced by this imbalance and enhance model 

performance, a down sampling method was implemented. Down sampling involves reducing 

the number of instances in the majority class (benign traffic) to achieve a more balanced class 

distribution. This approach aims to enhance the model's effectiveness to accurately classify 

the minority class (DDoS attacks) while maintaining overall performance [8]. The dataset was 

partitioned into independent and dependent variables, with the latter representing the target 

class (DDoS or benign). To support model training and assessment, the dataset was split into 

training (80%) and testing (20%) subsets. 
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Nine machine learning algorithms - Deep Neural Networks (DNN), XGBoost (Extreme 

Gradient Boosting), Restricted Boltzmann Machine with Logistic Regression, Supervised 

Fine-tuning (RBM_SVF), Naive Bayes , K-Nearest Neighbors (KNN), Decision Tree, 

Stochastic Gradient Descent (SGD) and Quadratic classifiers  were employed for classification 

[9]. 

 

4. Experimental Results and Interpretation 

 

Fig 1: Heatmap of missing values 

Figure 1 presents a heatmap illustrating the distribution of missing values across various 

features in the dataset, which consists of 174,085 entries. Each column represents a specific 

feature, while each row corresponds to an individual entry. The majority of the features 

(columns) exhibit no missing values, as indicated by the consistent dark shading across these 

columns[19]. 

 

Fig.2: Label class distribution 
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Figure 2 presents the distribution of the two classes within the dataset: benign and malign. The 

bar chart shows that the benign class constitutes approximately 60% of the dataset, while the 

malign class makes up about 40%. Benign: The benign class is represented by the taller bar, 

indicating that it occurs more frequently within the dataset. Malign: The malign class, 

represented by the shorter bar, occurs less frequently than the benign class [20]. 

 

Fig 3. Pairplot of selected features 

Figure 3 displays a pair plot of the selected features, where the features on the x-axis are plotted 

against those on the y-axis, and the color of each point reflects the value of a third feature. 

For example, the top left plot shows the relationship between pktcount and bytecount, where 

the color of each point represents the value of the flow feature. The labels on the axes of the 

plots are difficult to read in the image you sent, but they appear to be pktcount, bytecount, and 

flows. These features are likely associated with network traffic, including the packet count, 

the total bytes transferred, and the number of flows.  

The caption below the figure says "250000", "200000", ..., "0" on the left and "17.5", "15.0", 

..., "0.00" on the bottom. Overall, the pair plot in the figure is showing the relationships 

between features that are relevant to predicting DDoS attacks in building management systems 

[21].  
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Fig.4 Distribution of Categorical features 

Figure 4 illustrates the distribution of categorical features in the dataset. Understanding the 
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distribution of these features is essential for preprocessing and feature engineering in machine 

learning tasks. Categories: Commonly includes values like TCP, UDP, ICMP. Distribution: 

Shows the proportion of each protocol type within the dataset. For example, TCP might be the 

most frequent protocol, followed by UDP and ICMP [22]. 

 

 

Fig. 5: quartiles of categorical features w.r.t total duration 

Figure 5 provides an analysis of the quartiles of various categorical features concerning the 

total duration. This visualization helps to understand how different categories of each feature 

distribute over the total duration of events or records in the dataset.  
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Fig. 6: Distribution of features w.r.t packet count, protocol and type of attack 

Figure 6 presents a comprehensive analysis of the distribution of various features in the dataset, 

focusing on how these distributions vary concerning packet count, protocol, and type of attack. 



1421 Savita Devi et al. Enhanced Detection of DDoS Attacks through...                                                                                               
 

Nanotechnology Perceptions Vol. 20 No.7 (2024) 

This detailed visualization helps to understand the interplay between these features and their 

relevance in identifying different types of network attacks [24]. 

 

 

 

 

Fig. 7: Distribution of numerical discrete features 
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Figure 7 provides a detailed visualization of the distribution of numerical discrete features 

within the dataset. Understanding these distributions is essential for data analysis, 

preprocessing, and feature engineering in machine learning tasks. Numerical Discrete 

Features: The figure analyzes several numerical discrete features, showcasing their 

distribution through histograms. Visual Representation: Each subplot represents the 

distribution of a specific numerical discrete feature, illustrating the frequency of data points 

across different values. In conclusion, Figure 8 effectively illustrates the distribution of 

numerical discrete features within the dataset, providing valuable insights into their central 

tendency, spread, and shape.This knowledge is essential for making well-informed choices 

during data preprocessing, feature engineering, and model selection, which ultimately leads to 

the creation of more strong and dependable machine learning models [25]. 

 

Fig 8: Distribution of Malign attacks 

The distribution of malign attacks as shown in Figure 8 provides crucial insights into their 

frequency and patterns across different categories. Recognizing these patterns can aid in 

identifying high-risk areas, optimizing resource allocation, and creating targeted interventions 

to reduce the effects of malicious attacks. 

 

Fig 9: Packet count for different protocols 
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Figure 9 presents the distribution of packet counts across various network protocols, offering 

a quantitative assessment of network traffic for each protocol type. The figure aims to depict 

how different protocols contribute to the total network traffic and highlights their relative 

usage or importance. 

 

Fig 10: Heatmap of the correlation features 

Figure 10 shows the heatmap which visualizes the correlation matrix for various network 

traffic features. The features are listed both along the left side and across the top of the matrix. 

Color intensity represents the strength of correlation: blue for positive, red for negative, and 

white for no correlation. The values within the squares show the correlation coefficients 

between pairs of features. For example, the correlation between "switch" and "ktcount" is 

0.0064, while the correlation between "tot_dur" and "flows" is 0.33. Diagonal values are 1, 

indicating perfect correlation between a feature and itself. This visualization highlights how 

certain features move together, either positively or negatively. 
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Fig 11: Accuracy comparison of the Models applied. 

 

Fig. 12. Confusion matrix of Deep Neural Network 

Figure 12 displays the confusion matrix for the Deep Neural Network. A confusion matrix is 

utilized to assess the performance of a classification model, such as a deep neural network, on 

a set of test data with known true labels. The rows indicate the actual labels of the data. In this 

case, it shows two classes: benign and malignant. Columns represent the labels predicted by 

the DNN model. Values within the squares represent the number of data points in each 

category. For instance, 18783 benign cases were correctly classified (true positive), 99 benign 

cases were mistakenly identified as malignant, resulting in false positives. True positives (TP):  

18783 (99.0%) - These are the benign cases that were correctly classified by the model. False 

positives (FP): 99 (1.0%). The model misclassified these benign cases as malignant. These 

benign cases were wrongly identified as malignant by the model. False negatives (FN): 150 

(1.0%) - These malignant cases were misclassified as benign by the model. True negatives 
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(TN): 12120 (99.0%) - These malignant cases were accurately identified by the model.  

Looking at these values, we can see that the deep neural network model performed well in 

classifying both benign and malignant cases. The vast majority of cases (over 99% for both 

classes) were classified correctly. 

Performance Review of the Model 

The performance was evaluated using a comprehensive set of evaluation metrics. 

Table 1: Performance Metrics of Different Models 
Model Accuracy Precision Recall F1 Score 

DNN 99.608374 96.6 94.7 95.6 

CNN+FC [26] 0.9926 0.9933  0.9919  0.9925 

 CNN-LSTM IDS[27] 0.979 0.983  0.979  0.981 

CNN-IDS [8] 0.76  0.683 0.827   0.748 

RNN-IDS [19]  0.794 0.807  0.811   0.809  

LSTM-IDS [1]  0.832  0.841  0.853  0.847  

LigthGBM-IDS [13] 0.838 0.828 0.867 0.847 

XGBoost 98.311505 96.4 98.9 97.6 

RBF_SVM 97.213662 96.5 96.8 96.6 

KNN 96.510657 96.6 94.7 95.6 

Decision Tree 95.820493 94.1 97.3 95.7 

SGD 83.628659 85.1 71.0 77.4 

Logistic Regression 83.490627 82.0 75.2 78.4 

Naive Bayes 71.221751 66.6 58.6 62.1 

Quadratic 49.637262 44.3 99.6 61.4 

Table 1 presents the Accuracy, Precision, Recall, and F1 Score of various machine learning 

models used for the classification task. This table summarizes the performance of seven 

machine learning models, which include: DNN, XGBoost, RBF_SVM, KNN, Decision Tree, 

SGD, Logistic Regression, Naive Bayes, and Quadratic Discriminant 

Four metrics, namely Accuracy, Precision, Recall, and F1 Score, were used to evaluate the 

performance of the models. DNN: Achieved the highest accuracy (99.61%), precision (96.6%) 

and F1 score (95.6%) . In contrast, its recall (94.7%) is slightly lower than XGBoost. XGBoost: 

Demonstrated accuracy (98.31%), precision (96.4%), recall (98.9%) and F1 score (97.6%) that 

are very competitive with DNN. It achieved the highest recall among all models. RBF_SVM: 

Showed accuracy (97.21%), precision (96.5%), recall (96.8%) and F1 score (96.6%) that are 

all comparable to each other. KNN: Achieved similar accuracy (96.51%) and precision 

(96.6%) to RBF_SVM, but its recall (94.7%) and F1 score (95.6%) are slightly lower. Decision 

Tree: Had lower accuracy (95.82%) and F1 score (95.7%) compared to the top performing 

models. It also has a lower precision (94.1%) but achieved a high recall (97.3%). SGD: 

Showed a significant drop in performance compared to the previous models, with accuracy 

(83.63%), precision (85.1%), recall (71.0%) and F1 score (77.4%) all being considerably 

lower. Logistic Regression: Achieved similar performance to SGD, with accuracy (83.49%), 

precision (82.0%), recall (75.2%) and F1 score (78.4%) all falling within a similar range. Naive 

Bayes: Had the lowest accuracy (71.22%) and F1 score (62.1%) among all models. Its 

precision (66.6%) and recall (58.6%) were also considerably lower than other models. 

Quadratic Discriminant Analysis: Showed the worst performance overall, with accuracy 

(49.64%), precision (44.3%), recall (99.6%) and F1 score (61.4%) all significantly lower than 

the other models. It's interesting to note that while it has a high recall, this is likely due to 

random chance as the overall accuracy is very low.  



                                            Enhanced Detection of DDoS Attacks through… Savita Devi et al. 1426  
 

Nanotechnology Perceptions Vol. 20 No.7 (2024) 

5. Summary and Future Directions 

This research explores the identification of DDoS attacks, which pose a significant challenge 

in cybersecurity. To tackle this problem, a supervised machine learning framework was 

created to differentiate among regular and harmful network traffic.  Leveraging datasets such 

as CIC-DDoS2019 and DDoS SDN, the study employed Deep Neural Networks (DNN), 

XGBoost (Extreme Gradient Boosting), Restricted Boltzmann Machine with Supervised Fine-

tuning (RBM_SVF), Logistic Regression, K-Nearest Neighbors (KNN), Decision Tree, SGD, 

Naive Bayes and Quadratic classifiers. Rigorous data preprocessing, including handling 

missing values and feature scaling, was conducted to enhance model performance. The Deep 

Neural Networks (DNN) algorithm demonstrated superior accuracy 99.6 % in recognizing 

DDoS attacks when contrasted with XGBoost (98.3%), RBM_SVF (97.2%) and KNN 

(96.5%). 
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