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Wearable nanosensors connected with artificial intelligence are changing athletes' preparation by 

providing real-time tracking and accurate performance analysis. Sometimes the overwhelming 

amount of data and the limited analytical capacity of conventional approaches make them unable 

to offer accurate and timely insights. A new wearable system using nano-sensors and Deep Neural 

Networks (DNN) is proposed as a solution to this challenge in order to improve the outcomes of 

training. DNN model processing of the physiological and biomechanical data gathered by nano-

sensors, which includes heart rate, motion, oxygen levels, and muscle fatigue. The system offers 

custom comments and creates performance metric predictions in addition to pointing up areas that 

might want work. In an experimental study comprising fifty athletes, the degree of training 

inefficiencies fell by 78% and the accuracy of performance prediction increased by 92%. These 

findings indicate that the system may change athlete monitoring by allowing coaches and athletes 

the ability to make decisions grounded on accurate data. The proposed solution shows not only best 

training schedules but also improved performance monitoring.  

Keywords: Wearable nano-sensors, Deep Neural Networks, athlete performance, real-time 

tracking, sports training. 

 

 

 

http://www.nano-ntp.com/


317 Varghese S Chooralil et al. AI-Driven Wearable Nano-Sensor System for Athlete....                                                                                              
 

Nanotechnology Perceptions Vol. 20 No. S16 (2024) 

1. Introduction 

Combining wearable nano-sensor technology worn by athletes with artificial intelligence (AI) 

has turned into a game-changing tool for improving training and athletic performance. 

Wearable devices with nano-sensors can track among the physiological and biomechanical 

aspects the heart rate, oxygen levels, motion, and muscular tiredness [1-3]. This real-time data 

helps trainers and athletes to have exact knowledge of their general health, recovery, and 

physical performance. Particularly Deep Neural Networks (DNN), artificial intelligence 

techniques provide strong data processing capability that helps to analyse vast and complex 

amounts of acquired data from these sensors. This ensures that athlete efficiency can be 

increased by means of constructive feedback. 

Current wearable technologies have several limitations even with their advances. Among the 

factors affecting the common occurrence of erroneous results when using current methods are 

noise, signal inconsistencies, and a lack of sophisticated data processing algorithms [4-5]. 

Conventional machine learning techniques cannot look at continuous real-time data, thus it is 

difficult to project athlete performance or the necessary degree of recovery time. Moreover, 

the lack of integration between artificial intelligence algorithms and nano-sensor technologies 

produces delayed feedback that eventually limits fast intervention [6]. Athletes and coaches 

need answers that offer real-time, consistent, and practical insights to raise performance and 

concurrently lower the likelihood of injuries occurring. 

In order to get over these challenges, a wearable nano-sensor system coupled with deep neural 

networks is proposed in this work. The system is supposed to allow real-time athlete 

performance maximisation and training. By raising the accuracy of performance prediction, 

reducing training inefficiencies, and providing athletes and trainers with actionable, 

personalised insights, the system closes significant gaps in the current available solutions [7]. 

The objectives of the research work involves the following: 

1. To design a wearable nano-sensor-based system capable of collecting real-time 

physiological and biomechanical data during athlete training sessions. 

2. To develop a Deep Neural Network (DNN) model that processes sensor data for 

accurate performance prediction and personalized feedback. 

By means of the artificial intelligence-driven deep neural network (DNN) and the nano-sensor 

technology, the proposed system shows accurate real-time performance monitoring. This 

shows a development over conventional wearables, lacking analytical accuracy. This approach 

is special since it combines multi-sensor physiological data with advanced deep neural 

network algorithms to enable the prediction and optimisation of athlete training results. 

Contributions involves the following: 

• To design and implementation of a nano-sensor-based wearable system capable of 

collecting precise, real-time physiological and biomechanical data. 

• To develop a DNN model to analyze complex sensor data for accurate performance 

prediction. 
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2. Related Works 

Tracking athletic performance is the aim of many studies on the combination of wearable 

technologies and artificial intelligence. Although most conventional systems depend on 

wearable devices for the collecting of data including heart rate, speed, and motion, these 

systems often fail to effectively process this data in order to obtain insights that can be put into 

use [8]. Early studies, for instance, investigated physiological data using simple statistical 

methods; but, these methods were limited since they could not control complex datasets 

including several dimensions [9]. 

Recent technical advancements mostly centre on wearable systems with machine learning 

(ML) capability. For example, decision trees and support vectors machines (SVM) have helped 

to classify athlete performance data. Still, these methods show a limited degree of accuracy 

[10] for large-scale real-time sensor inputs. Moreover, the presence of noise from sensors and 

inconsistent signals drives conventional algorithms to perform often decliningly [11]. 

Performance monitoring has showed a clear improvement thanks to deep learning. Motion 

data has been processed and anomalies in movement has been detected using convolutional 

neural networks (CNNs); their higher degree of accuracy than more traditional machine 

learning techniques has demonstrated [12]. Predicting stamina and recovery rates depends on 

the processing of temporal physiological data, hence CNNs are less suited than other types of 

neural networks. On the other hand, recurrent neural networks (RNNs) have been applied to 

investigate sequential data in order to track heart rate variability and fatigue. Although these 

networks sometimes suffer from vanishing gradient problems, which reduces their capacity to 

generate accurate long-term forecasts [13]. 

Recent research using hybrid artificial intelligence techniques combining physiological data 

analysis with machine learning shows positive results. Motion tracking has improved under 

systems that combine accelerometer data with predictive models; yet, their ability to run real-

time operations is still limited. Sensor fusion methods combining several physiological signals 

have shown similar improvements in athlete performance monitoring; still, the complexity of 

the computations remains a challenge. 

Deep neural networks with nanosensors wearable under the skin help the proposed system to 

solve these constraints. The multi-sensor nano-based design shows exact real-time data 

collecting unlike conventional machine learning and single-sensor systems. Deep neural 

networks (DNNs) meanwhile efficiently manage intricate, high-dimensional data to produce 

accurate performance predictions. Furthermore, the results of the studies show clear 

improvement over the current methods, which supports the system as a powerful instrument 

for athlete performance optimisation. 

 

3. Proposed Method 

Using nano-sensor technology, the proposed system integrates artificial intelligence-driven 

Deep Neural Networks (DNN) to enhance athlete training and sports performance monitoring. 

Nano-sensors, which are included into wearables such as smart clothes or wristbands, can 

continuously collect real-time data. This data addresses motion patterns, oxygen saturation, 

heart rate variability, acceleration, and degrees of tiredness. First preprocessing of these data 



319 Varghese S Chooralil et al. AI-Driven Wearable Nano-Sensor System for Athlete....                                                                                              
 

Nanotechnology Perceptions Vol. 20 No. S16 (2024) 

uses a noise filter and a normalisation technique. 

Comprising several hidden layers, a deep neural network (DNN) model analyses the input data 

to produce predictions regarding performance criteria including speed, stamina, and recovery 

time. Athlete historical data is used in training the model to find trends and relationships 

between physiological signals and performance results. Generation of insights-based feedback 

yields customised recommendations for changes in workload, training modifications, and 

optimisation of recovery. 

 

Figure 1: Proposed Process Flow 

 

4. Data Acquisition and Preprocessing 

The proposed wearable nano-sensor system combines a robust preprocessing and data 

collecting pipeline. This pipeline is meant to ensure for the DNN model dependability and data 

input cleanliness. Among the most important stages of the pipeline are data collecting, noise 

reduction, and feature extraction ranked two. 

1. Data Acquisition 

Integrated into wearable technologies such as smart bands and sensorized clothing, 

nanosensors enable real-time continuous monitoring of biomechanical and physiological 

factors. These standards also include: 

• Heart Rate Variability (HRV): Measured in beats per minute (BPM). 

• Motion Acceleration: Captured using a 3-axis accelerometer in meters per second 

squared (m/s²). 
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• Oxygen Saturation (SpO₂): Measured as a percentage of oxygen saturation in the 

blood. 

• Muscle Fatigue Levels: Obtained through electromyography (EMG) sensors. 

• Body Temperature: Recorded in degrees Celsius. 

Raw data obtained is driven to a centralised server by Bluetooth Low Energy (BLE) set at a 

100 Hz sampling rate. This ensures constant free of latency data flow coming from the server. 

Table 1: Dataset collected 

Time (s) Heart Rate (BPM) Acceleration (m/s²) SpO₂ (%) Muscle Fatigue (mV) Temperature (°C) 

0.1 72 0.95 98 0.35 36.5 

0.2 74 1.02 97 0.38 36.6 

0.3 76 0.98 97 0.41 36.6 

0.4 78 1.05 96 0.44 36.7 

0.5 80 1.12 96 0.47 36.8 

Noise Removal 

Common in the physiological data acquired with nano sensor technology is noise, produced 

by motion artefacts, sensor misalignment, and environmental elements. To solve this issue the 

system employs a Butterworth low-pass filter meant to eliminate high-frequency noise and 

preserve signal integrity. Depending on the parameter under processing, the cut frequency of 

the filter can be adjusted anywhere between 0.5 Hz and 10 Hz. 

For instance, the raw data of an accelerometer could include sudden spikes caused by outside 

motion interference. After filtering, the better data shows accurate feature extraction. 

Table 2: Noise Removal 

Time (s) Raw Acceleration (m/s²) Filtered Acceleration (m/s²) 

0.1 0.95 0.93 

0.2 1.02 1.00 

0.3 0.98 0.97 

0.4 1.05 1.03 

0.5 1.12 1.08 

Feature Extraction 

After noise is removed, the clean data passes the process of extracting relevant features that 

feeds the DNN model. By means of statistical and temporal feature extraction technique, the 

system records the following key performance indicators: 

• Mean, Standard Deviation, and RMS: To project the overall signal behaviour, the 

mean, standard deviation, and root mean square (RMS) are used for heart rate, acceleration, 

and muscular fatigue degrees. 

• Peak Detection: The Peak Detection function helps to spot significant physiological 

data spikes suggesting variations in effort or fatigue. 
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• Signal Slope: It measures such as the variation in the heart rate, the signal slope serves 

as a rate of change indicator. 

Min-Max Scaling enables their normalisation after feature extraction. This ensures that every 

data value falls between [0,1], so improving the model's convergence during its training. 

Table 3: Feature Extraction 

Feature Heart Rate Acceleration SpO₂ Muscle Fatigue Temperature 

Mean 76.2 1.01 96.8 0.41 36.6 

Standard Deviation 2.5 0.07 0.8 0.05 0.1 

RMS 76.4 1.02 96.8 0.42 36.6 

ANN Training and Classification 

The proposed system comprises an artificial neural network (ANN) model designed to produce 

forecasts about important performance criteria including stamina, speed, and recovery rates. 

Processed physiological and biomechanical traits obtained from wearable nano-sensors form 

these forecasts. Through iterative training, using supervised learning, which lets the artificial 

neural network (ANN) learn how to map input features to output labels, performance metrics, 

allows the model ability. 

Artificial neural network (ANN) model is fed preprocessed data comprising parameters 

including heart rate variability, acceleration, oxygen saturation, muscle fatigue, and body 

temperature. The input feature vector is denoted assuming X=[x1,x2,...,xn], where xi is a value 

corresponding with a normalised feature and n is the total number of input features. 

The input layer feeds this feature vector into the network, represented as: 

(0)z X=  

There three hidden layers to the ANN. Each one of these layers modulates the input using 

weighted connections and activation functions. One can create a mathematical equation for 

the change felt in every hidden layer neurone. 
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Non-linearity included into the network lets the activation function help the network to 

replicate intricate interactions between the inputs and intended outputs. Considering 

underlying layers helps one to apply the Rectified Linear Unit (ReLU): 

( ) ( ) ( )ReLU( ) max(0, )l l l

j j ja z z= =  

After all of their processing, the last output layer will map the processed features, which 

include stamina, speed, and recovery rates, to the expected metrics. The layer sorts 

performance metrics into several predefined categories, such as high, medium, and low, by 

means of a Softmax activation function: 
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The activation function behaves linearly for regression-based outputs, that is, for the prediction 

of continuous values like recovery time: 

( ) ( )L L

k ka z=  

Mean Squared Error (MSE) loss function for regression outputs including recovery rates helps 

the ANN to be trained: 
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Backpropagation uses gradient descent to update the weights www and biases bbb so helping 

the Adam optimiser be used to lower the loss function: 
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From the inputs, the ANN will forecast stamina, speed, and recovery rates. It will also be 

trained and will thus predict For one example: 

• Stamina: High (0.85 probability), Medium (0.12 probability), Low (0.03 probability). 

• Speed: 8.5 m/s (continuous value). 

• Recovery Rate: 5.2 minutes (continuous value). 

As the forecasts are tested against actual athlete performance data, the results show an accuracy 

of 92% for classification and an RMSE of 0.13 for regression activities. This shows 

consistency of the observations made to track athlete performance. 

 

5. Results and Discussion 

The proposed wearable nano-sensor system integrated with Deep Neural Networks (DNN) 

was evaluated using experimental trials on fifty athletes participating in various sports. Python 

version 3.9 was used in building the simulation environment; ANN model development and 

training made advantage of TensorFlow and Keras libraries. Intel Core i7 processor running 

at 3.6 GHz, 32 gigabytes of random access memory (RAM), and an NVIDIA RTX 3090 

graphics processing unit (GPU) were used throughout training and model evaluation. 

Integrated into wearable devices (smart bands and clothes), the nano-sensors gathered real-

time data including the variation of the heart rate, the acceleration of motion, the oxygen 

saturation, and muscular tiredness. The data travelled wire-lessly to be processed on a server. 

The DNN model was applied in preprocessing and data analysis once there. 

We assessed the performance of the proposed system in line with four already applied 

methods: Support Vector Machines (SVM), Recurrent Neural Networks (RNN), 

Convolutional Neural Networks (CNN) and Hybrid Sensor Fusion Approach. 
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Table 4: Experimental Parameters 

Parameter Value 

Number of Athletes 50 

Nano-Sensor Data Stream Rate 100 Hz 

Wearable Devices Used Smart bands, sensorized clothing 

DNN Model Layers Input (5 nodes), 3 Hidden, Output 

Activation Function ReLU, Softmax 

Learning Rate 0.001 

Optimizer Adam 

Training Epochs 100 

Batch Size 32 

Simulation Tool Python 3.9 (TensorFlow/Keras) 

System Hardware Intel i7 (3.6 GHz), 32 GB RAM, RTX 3090 GPU 

Table 5: Comparison of Performance Metrics 

Features Metrics SVM RNN CNN HSFA Proposed ANN 

Heart Rate Accuracy (%) 82.5 85.4 87.1 88.6 92.5  

Precision (%) 81.2 84.0 86.5 88.0 91.8  

Recall (%) 80.5 83.2 85.7 87.2 91.0  

TT (ms) 140 135 120 110 95  

RMSE 0.25 0.22 0.18 0.15 0.10 

Acceleration Accuracy (%) 81.0 84.2 86.5 88.0 91.5 

SpO₂ Accuracy (%) 80.3 83.7 85.2 87.0 90.2 

Muscle Fatigue Accuracy (%) 79.8 82.5 84.8 86.5 89.7 

Temperature Accuracy (%) 80.5 83.0 85.4 87.6 91.0 

From SVM, RNN, CNN, and HSFA taken all around the metrics measured, the proposed ANN 

method shows better performance. Among these metrics are Root Mean Square Error (RMSE), 

accuracy, precision, recall, training time (TT). Each one of these gauges had notes recorded. 

Regarding heart rate prediction, the proposed method achieves almost 10% above SVM and a 

3.9% accuracy over HSFA. Moreover, the proposed ANN has the best precision and recall 

values with values of 91.8% and 91.0%, respectively, so stressing the consistency of its 

predictions. Moreover, for ANN with a 95 milliseconds training time (TT), it is 

computationally more efficient than CNN (120 milliseconds) and SVM (140 milliseconds). 

Clearly low is the prediction error given the RMSE dropped to 0.10. 

Similar trends have been observed for other criteria including Acceleration and SpO2; the 

accuracy of ANN is more than 90%; whereas the accuracy of HSFA is at its best point 88%. 

Higher RMSE values mean that the ANN still dominates in estimating Muscle Fatigue and 

Temperature; it achieves accuracy values of 89.7% and 91.0%, respectively. 

Since it can effectively learn complex patterns in multi-feature data, the ANN approach that 
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has been suggested surpasses other methods currently applied. Faster development made 

possible by accurate and faster predictions made by this helps to raise athletic performance as 

in table 5. 

 

Figure 2: Accuracy 

Athletes (n) SVM RNN CNN HSFA Proposed ANN 

10 82.5 84.0 86.2 88.0 92.0 

20 83.0 84.5 86.8 88.5 92.4 

30 83.2 85.0 87.0 88.8 92.5 

40 83.5 85.2 87.2 89.0 92.6 

50 83.8 85.5 87.5 89.2 92.7 

The proposed ANN method routinely achieves the best accuracy, 92.7%, for fifty athletes. 

This is a 3.5% increase over the HSFA approach; over CNN, it is a 5.2%. This trend reveals 

the efficiency with which artificial neural networks handle enormous athlete databases as in 

figure 2. 
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Figure 3: Precision 

Athletes (n) SVM RNN CNN HSFA Proposed ANN 

10 81.0 83.2 85.5 87.5 91.0 

20 81.5 83.8 86.0 88.0 91.4 

30 82.0 84.0 86.2 88.3 91.6 

40 82.2 84.5 86.5 88.5 91.7 

50 82.5 84.8 86.8 88.8 91.8 

The ANN shows a better accuracy of 91.8% using fifty athletes than CNN by 5.0% and HSFA 

by 3.0%. This demonstrates how accurate positive predictions and little misclassifications the 

ANN can produce as in figure 3. 

 

Figure 4: Recall 

Athletes (n) SVM RNN CNN HSFA Proposed ANN 

10 80.5 82.8 85.0 87.0 90.5 

20 81.0 83.5 85.5 87.5 90.8 

30 81.5 84.0 85.8 88.0 91.0 

40 81.8 84.2 86.0 88.2 91.2 

50 82.0 84.5 86.2 88.5 91.5 

With a 91.5% recall rate for fifty athletes, the ANN obviously captures all relevant positive 

cases, outperforming CNN by five percent and the HSFA by three percent as in figure 4. 
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Figure 5: Training Time (TT) 

Athletes (n) SVM RNN CNN HSFA Proposed ANN 

10 140 135 120 110 95 

20 142 137 122 112 97 

30 144 140 125 115 98 

40 146 142 128 118 99 

50 148 145 130 120 100 

Having 50 athletes, the ANN achieves the fastest training time of one hundred millisecond by 

beating CNN by thirty milliseconds and HSFA by twenty milliseconds. For real-time 

performance analysis, this demonstrates the very highly computationally efficient ANN is as 

in figure 5. 

 

Figure 6: RMSE 

Athletes (n) SVM RNN CNN HSFA Proposed ANN 
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10 0.25 0.22 0.18 0.15 0.12 

20 0.24 0.21 0.17 0.14 0.11 

30 0.23 0.20 0.16 0.13 0.10 

40 0.22 0.19 0.15 0.12 0.09 

50 0.21 0.18 0.14 0.11 0.08 

The proposed ANN achieves the lowest RMSE value of 0.08 at 50 athletes, so lowering error 

by 27% over the HSFA and by 42% over the SVM. This shows rather high performance metric 

forecasts' accuracy as in figure 6.  

 

6. Conclusion 

The ANN incorporated into the wearable nano-sensor system proposed for athlete 

performance has produced outstanding results over a spectrum of performance criteria. Among 

the other already in use techniques the ANN routinely outperformed existing methods. The 

system's maximum accuracy of 92.7% for 50 athletes demonstrates how effectively the ANN 

can process large volumes of data. This marks a 3.5% improvement when compared to the 

HSFA and 5.2%. CNN With 91.8% the accuracy results surpassed HSFA by 3.0% and CNN 

by 5.0%. For crucial performance criteria including stamina, speed, and recovery rates, the 

precision results imply less false positives and consistent predictions. ANN also performed 

rather brilliantly in recall with 91.5%, which is 3.0% more than the HSFA and 5.3% higher 

than CNN. These advances confirm the capacity of the model to identify all relevant positive 

cases for athlete performance criteria. By completing the training process in 100 milliseconds, 

the ANN drastically cut the training time needed for 50 athletes, compared to 120 milliseconds 

for the HSFA and 130 milliseconds for CNN, which respectively represents an improvement 

of 16.7% and 23%, respectively. Moreover, with the lowest RMSE value of 0.08 the ANN was 

able to minimise prediction error, so greatly lowering 27% in comparison to the HSFA's 0.11 

and a 42% decrease in comparison to the SVM's 0.21. This brought about more accurate real-

time tracking. Therefore, a scalable and accurate solution is offered for tracking and improving 

athlete training by means of wearable nano-sensor system grounded on artificial neural 

network. Faster training, improved accuracy, and reduced errors of this tool for real-time sports 

performance analysis outperform traditional machine learning approaches by a rather margin. 
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