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Predicting stock market trends remains a formidable challenge in the realm of computational 

analysis due to the inherent noise prevalent in financial data. Effective utilization of supplementary 

information becomes imperative to bolster prediction accuracy in this domain. This research 

focuses on optimizing stock price prediction accuracy by employing meticulous feature selection 

techniques. Utilizing real-time data from iNautix Technologies Private Limited, the study 

encompasses a dataset comprising 31 features and 2074 instances, spanning various financial 

metrics. The primary aim is to engineer a robust predictive model catering to the needs of investors, 

financial analysts, and researchers within the computer science domain. This study introduces a 

pioneering approach to augmenting predictive accuracy in financial analysis through meticulous 

feature selection utilizing a Modified Multi-Layer Genetic Algorithm (MML-GA). The MML-GA 

framework prioritizes the optimization of data quality and fitness evaluation to bolster the 

performance of machine learning models. The first step involves looking at a wide range of 

financial indicators, including market value, large book-to-price ratio (B/P), return on equity 

(ROE), sales-to-price ratio (S/P), and systematic risk, among others. Subsequently, the MML-GA 

is deployed to iteratively refine a population of potential feature subsets, evaluating the relevance 

and significance of each feature using genetic operators like mutation, crossover, and selection. The 

identified features, deemed most impactful for predicting stock performance, are then harnessed as 

input for machine learning algorithms, facilitating improved model training and prediction 

accuracy. Experimental assessments demonstrate noteworthy enhancements in predictive accuracy 

with the proposed methodology, with machine learning models consistently surpassing those 

trained on the complete feature set. The research report shows MMGA_AdaBoost improves model 

precision by 93.68%, while models using MML-GA-selected features achieve accuracy rates 

exceeding 90%, highlighting its potential in feature selection procedures. 

Keywords: Stock market prediction, Prediction accuracy, iNautix Technologies Private 

Limited, models, Financial, Feature selection , Machine learning models, Modified Multi-Layer 

Genetic Algorithm (MML-GA). 
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1. Introduction 

Predictive modeling and feature selection constitute core components of data analytics within 

the field of computer science, playing a pivotal role in extracting actionable insights from vast 

and complex datasets. In recent years, the proliferation of extremely dimensional data sources, 

in spite of creation of intricate algorithms for machine learning, has underscored the 

importance of developing robust methodologies for effective feature selection and model 

development. Genetic algorithms, inspired by principles of natural selection and evolutionary 

computation, have emerged as a prominent approach for addressing the challenges inherent in 

feature selection. These algorithms offer a systematic and efficient means of navigating the 

vast search space of potential feature subsets, with the ultimate goal of identifying informative 

subsets that optimize predictive performance while mitigating dimensionality concerns. 

In response to these challenges, our research endeavors to develop a comprehensive 

framework that integrates multi-layer genetic modeling with robust data preprocessing 

techniques and adaptive convergence range determination strategies. By leveraging the power 

of genetic algorithms, our framework aims to systematically explore the feature space, 

evaluating candidate feature subsets based on their classification accuracy and similarity 

metrics. Through iterative refinement, our approach seeks to identify feature subsets that strike 

a balance between relevance and redundancy, thereby facilitating more accurate and 

interpretable predictive models. 

In the expansive field of computer science, the optimization of predictive modeling techniques 

stands as a cornerstone for addressing multifaceted challenges in data analysis. High-

dimensional datasets, often plagued by missing values and outliers, necessitate sophisticated 

methodologies for effective feature selection and model development. Genetic algorithms 

have emerged as a potent computational tool in this regard, offering a systematic and efficient 

approach to navigating the complex landscape of feature space. We develop an exhaustive 

structure in this work that makes use of multi-layer genetic modeling to tackle the intricate 

nuances of predictive analytics, encompassing feature selection, data preprocessing, and 

convergence range determination. 

In tandem with computational methodologies, feature selection plays a pivotal role in stock 

exchange prediction within the realm of computer science. Feature selection involves the 

careful curation and extraction of relevant attributes or variables from vast datasets, such as 

historical stock data and news articles, to enhance the predictive accuracy of models. By 

identifying and prioritizing informative features, such as sentiment analysis scores, keyword 

frequencies, or technical indicators, feature selection algorithms optimize model performance 

while mitigating the curse of dimensionality. This process not only streamlines computational 

resources but also ensures the incorporation of meaningful signals, thus refining the predictive 

capabilities of the model. As such, feature selection serves as a cornerstone in the growth of 

robust predictive models for inventory exchange forecast, contributing to more accurate 

forecasts and informed decision-making within the financial domain. 

Feature selection constitutes a fundamental aspect of predictive modeling, wherein the 

identification of relevant features profoundly influences the performance and interpretability 

of predictive models. Leveraging the principles of evolutionary computation, our framework 

employs multi-layer genetic algorithms to iteratively evaluate feature subsets based on 
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classification accuracy and similarity metrics. By striking a balance between feature relevance 

and redundancy, our approach aims to identify informative subsets that optimize predictive 

performance while mitigating dimensionality concerns inherent in high-dimensional datasets. 

In addition to feature selection, data preprocessing serves as a critical precursor to effective 

predictive modeling, particularly in real-world scenarios where data quality issues abound. 

Our framework integrates K-nearest neighbor (KNN) imputation as a robust methodology for 

addressing missing values and outliers, leveraging the inherent proximity-based nature of 

KNN to impute missing values and enhance overall dataset quality. This preprocessing step 

lays the groundwork for subsequent feature selection and model training phases, ensuring that 

the data used for analysis is of high quality and conducive to accurate predictive modeling. 

Furthermore, our framework incorporates convergence range determination mechanisms to 

enhance the efficiency and efficacy of genetic algorithms. By dynamically adjusting 

population sizes and convergence criteria based on dataset characteristics, we optimize 

algorithmic performance, facilitating expedient convergence to optimal solutions. This 

adaptive approach not only improves computational efficiency but also enhances model 

interpretability, a crucial consideration in real-world applications of predictive analytics. 

The integration of multi-layer genetic modeling, data preprocessing, and convergence range 

determination epitomizes the holistic nature of our proposed framework. Through empirical 

validation on diverse datasets spanning various domains, we demonstrate the efficacy and 

robustness of our approach in enhancing predictive model accuracy and reliability. By 

elucidating the intricacies of our framework and its constituent components, we seek to 

advance the frontier of predictive analytics within the realm of computer science and beyond. 

Existing research has extensively investigated the efficacy of genetic algorithms as a powerful 

tool for feature selection, leveraging their capacity to navigate complex feature spaces 

efficiently. Additionally, techniques such as recursive feature elimination and principal 

component analysis have been widely utilized to mitigate dimensionality issues and enhance 

model interpretability. Despite these advancements, the current landscape often lacks 

comprehensive frameworks that integrate feature selection with data preprocessing and 

convergence range determination. Our proposed framework aims to fill this gap by offering a 

holistic approach grounded in multi-layer genetic modeling, coupled with robust data 

preprocessing methodologies and adaptive convergence range determination strategies. 

Through this integrated approach, we strive to provide a unified solution to the multifaceted 

challenges encountered in predictive analytics within the domain of computer science. 

Overall, our research seeks to strengthen prognostic modeling's innovative and feature 

selection within the realm of computer science by offering a unified framework that integrates 

multi-layer genetic modeling with robust data preprocessing techniques and adaptive 

convergence range determination strategies. Through empirical validation on diverse datasets 

spanning various domains, we aim to demonstrate the efficacy and robustness of our approach 

in enhancing predictive model accuracy and reliability. By elucidating the intricacies of our 

framework and its constituent components, we hope to contribute significantly to the 

advancement of predictive analytics and data-driven decision-making within the field of 

computer science and beyond. 
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2. RELATED WORK 

 Recent research has shown interest in the area of regular movement of shares forecasting 

utilizing Selecting features with several filters and deep learning. Numerous studies have put 

out various strategies to deal with this issue. The main goal of feature selection is to find a 

portion of attributes that can lower classifier prediction errors. The study uses feature selection 

and machine learning methods to present an integrated stock selection model for the Chinese 

stock market. The devices consist of the parameters for stock price trend prediction models 

using window that slides in time cross-checking. In terms of feature selection and stock price 

forecasting, the RF-RF model performs the best, yielding the largest return for the top-ranked 

stocks [1].  

In the MENA financial markets, this research evaluates the predictive power of the hidden 

Markov model for Islamic index returns between 2004 and 2018. To determine the correlation 

between the mood of investors and the performance of Islamic indexes, it does a Google search 

on investor sentiment. The longest-lasting bearish state depends on MENA states for future 

profits. It is advisable to invest in Islamic indices during calm and optimistic times when you 

are in Bahrain, Oman, Morocco, Kuwait, Saudi Arabia, and the United Arab Emirates. This is 

the first study to look at how the dynamics of returns on Islamic indices evolve throughout 

five different market sentiment levels using the hidden Markov model [2].  

The strategy for predicting daily stock trends using deep generative models and Multiple 

approaches for picking characteristics are presented in the paper. This strategy performs better 

at predicting future price fluctuations than existing techniques. For better stock forecasting and 

price prediction, the study highlights the significance of merging deep generative models with 

numerous feature selection strategies [3].  

In this work, multivariate time series based on deep learning are used to predict the Saudi stock 

market index. It uses a multivariate long short-term memory (LSTM) deep-learning algorithm 

in addition to the sliding-window approach. The model improves accuracy with numerous 

information sources and achieves high prediction rates. Data input is smoothed exponentially 

to remove noise. The use of exponential smoothing to remove noise from input data is also 

covered in this study [4]. 

 In this research, a unique two-stage adaptive feature selection method based on wavelet 

denoising and the random forest model as the stock prediction model are presented, together 

with better technical indicators. Experiments on several stock index data sets demonstrate that 

these variables considerably improve model performance, with F1 scores rising by 34.48%. 

Additionally, the study shows how feature selection techniques work well, achieving better 

prediction accuracy with less features [5].  

This well-known stock market's volatile nature is influenced by macro and micro factors, 

making precise price forecasting difficult. Utilizing pre-programmed tactics, algorithmic 

trading has become popular for analyzing market movements. Advances in stock price 

forecasting have been made possible by the demonstrated accuracy of machine learning 

models, especially long short-term memory (LSTM) [6].  

A multi-scale nonlinear ensemble paradigm for stock index prediction and uncertainty analysis 

is presented in this dissertation. It consists of Gaussian process regression, two-stage deep 
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learning, and optimal feature extraction. The S&P 500, Dow Jones index, and NASDAQ data 

are used to confirm the model's validity. With mean absolute percentage errors of 0.55%, 

0.65%, and 1.11%, respectively, the model demonstrates its efficacy in risk management and 

financial decision making [7].  

The article presents a two-stage deep integration paradigm that makes use of multi-factor 

analysis and optimal multi-scale decomposition for stock price forecasting. The multi-factor 

analysis makes use of mutual information index, spearman correlation coefficient test, and 

joint feature selection in addition to reconstructing high- and low-frequency sub-series. 

Prediction accuracy is increased by the model's much higher MAE, RMSE, and MAPE values 

when compared to other models [8].  

The correlation feature selection model for stock market index prediction utilizing various 

deep learning algorithms is presented in this paper. Using a variety of DL algorithms, the 

model finds important technical indicators (TIs) and utilizes them to forecast market 

movements. The outcomes are contrasted with forecasts generated with every attribute. The 

findings indicate that, in the MADEX market, the use of TIs in conjunction with Artificial 

Neural Networks (ANN) produces favorable outcomes, but in the NASDAQ 100 market, the 

use of specific indicators in conjunction with Convolutional Neural Networks (CNN) beats 

other variables and models [9].  

In order to forecast the stock prices of nine businesses with varying market capitalizations as 

well as the CNX NIFTY50 index on the Indian Stock Exchange, this robust model utilized an 

artificial neural network. Their findings demonstrate how well the model predicts stock prices, 

particularly for the most erratic prices both before and after the demonetization process [10]. 

Levenberg-Marquardt, Scaled Conjugate Gradient, and Bayesian Regularization are the three 

neural network learning methods whose predictive powers are compared here. With a score of 

99.9%, the study's findings demonstrated the three algorithms' prediction accuracy [11].  

This paper reports on a study that improves SM index predictions by incorporating machine 

learning methods into a training approach. The authors propose an approach that trains a 

machine learning algorithm to identify the most significant indicators, hence optimizing the 

TIs used in the strategy. When compared to employing TIs alone or a conventional machine 

learning method, the strategy was found to improve the performance of predictions across a 

number of SM indices. The results of the study show that the accuracy of SM index predictions 

can be improved by integrating TA with machine learning [12].  

The paper "DP-LSTM: Differential Privacy-inspired LSTM for Stock Prediction Using 

Financial News" provided the data used in this study [13]. The dynamic nature of financial 

time series data makes it difficult to predict stock values on the stock market. For this, popular 

methods include Support Vector Machines (SVM) and Artificial Neural Networks (ANN) 

[14]. For predicting stock values at various openings, lowest, and highest, a deep recurrent 

neural network model based on long short-term memory network is developed. It outperforms 

existing models with over 95% accuracy [15].  

The current study uses 14 models based on LSTM, GRU, CNN, and ELM to propose a deep 

learning method to stock price forecasting. The algorithms' capacity to produce precise one-

step and four-step ahead estimates is demonstrated by testing them on all the stocks in the S&P 
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BSE-BANKEX index. Three metrics—RMSE, DA, and MdAPE are used to assess the 

performance [16]. Due to inflation and the usage of Deep Learning algorithms for forecasting, 

interest in the stock market has increased. Traders and investors frequently use technical 

analysis and sentiment analysis. Stock price predictions have been made using machine 

learning and neural network techniques. 

 The approaches for predicting stock prices that are proposed in this research include sentiment 

analysis with BERT, a Generative Adversarial Network, technical indicators, stock indexes, 

commodities, and historical prices. Baseline models like LSTM, GRU, vanilla GAN, and 

ARIMA are used for comparisons [17]. The authors suggest two deep learning-based 

algorithms for predicting live stock prices. While the second employs a hybrid model 

integrating FastRNNs, Convolutional Neural Networks, and Bi-Directional Long Short Term 

Memory, the first uses Fast Recurrent Neural Networks for stock price forecasts. The models 

are appropriate for live forecasts due to their low computing complexity and low Root Mean 

Square Error. In terms of computing time and RMSE, the models perform better than other 

hybrid models [18].  

The dissertation addresses constraints in historical stock price data and the incapacity of 

technical indicators alone to reflect the precariousness of price swings by introducing a unique 

multi-source information-fusion predictive paradigm for stock market prediction utilizing a 

stacked LSTM network [19]. Using data from the Chinese stock market, the study provides a 

deep learning system for predicting short-term stock market price trends that achieves high 

accuracy by customizing feature engineering and deep learning-based models [20]. The 

Enhanced Learning Scheme for Weather Prediction (ELSWP) is a method using advanced 

Internet of Things technology and Logistic Regression model to provide continuous weather 

data to a machine learning model, thereby enhancing accuracy in weather prediction [21]. 

The goal of this work is to use machine learning algorithms to identify patterns in historical 

data in order to forecast future values. In order to forecast stock values, the study employs a 

Linear Regression Model with data from the Yahoo Stock Market spanning two years. 

Financial data such as stock open, high, low, and closing rates are used in the model. When 

compared to other models, the suggested model has the best accuracy (92%), which makes it 

a useful tool for stock market forecasting, fraud detection, risk management, and consumer 

data overview [24]. 

 

3. METHODOLOGY 

Proposed Method: 

Feature Selection 

A substantial number of redundant and irrelevant characteristics are present in real-world 

datasets, which may significantly affect both the performance and the learning speed of the 

learned models. To eliminate duplicate and unnecessary characteristics from a given dataset, 

feature selection is a crucial stage in the data pre-processing process in data mining. Although 

many technologies can handle redundant features, they are unable to remove unnecessary 

features from other feature subset selection methods. Many methods frequently remove 

unnecessary features. The proposed algorithm that is described will eliminate irrelevant 
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characteristics with redundant features. The entire genetic feature selection model was 

composed of four layers and displayed uniformity. The fitness function is determined by the 

first layer, the optimal solution is found by the second layer, the convergence range of the 

optimal solution is found by the third layer, and the reduced-dimensional and ranking features 

based on Fisher score analysis are found in the fourth layer. 

 

 

Fig: 1. Work flow of proposed work 

Step 1: Data Preprocessing 

In the original dataset contains missing values and outliers. To rectified that issue in the dataset 

for data preprocessing KNN imputation is used to implemented for refill the missing values 

and for outlier detection Z-score has been implemented in the proposed modified multi-layer 

genetic algorithm (MML-GA)  

Step 2: Fitness Function 

After data preprocessing, the fitness function for all chromosomes calculated. For the 

calculation purpose, multi-objective fitness function has been used. The K-Nearest Neighbours 

(KNN) classification algorithm's classification accuracy and the total of the features' 
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similarities are combined to create this fitness function. The following equation calculates the 

fit of the FSSk feature subset in iteration t, indicated by C (FSSk(t)).  

C (FSSk(t)) =
Acc (FSSk(t))

2
|FSSk(t)| ∗ |FSSk(t)| − 1

∑
Fa,FbϵFSSk Sim(Fa, Fb)

 

Whereas |FSSk(t)| represents the subset size of the selected features FSSk(t), Sim (Fa,Fb) 

indicates the similarity between attribute Fa,Fb, and Acc (FSSk(t)) indicates the classification 

accuracy for the selected feature subset FSSk(t) on the KNN classifier. The above equation 

illustrates how the classification accuracy of each subset and the overall similarity of the 

features chosen within that subset are taken into account simultaneously when determining the 

appropriateness of that subset. As a result, the feature subset with the highest relevance to the 

target class and the least redundancy is given a larger set of features. 

Step 3: Perform Crossover and Mutation operation 

Based on the information processed in the first layer, the training set again used in the layer 2 

which is crossover and mutation. Crossover and mutation operators create new chromosomes. 

In this study, the selected chromosomes' single-point crossover was utilised to generate new 

populations. Furthermore, a child can be created by randomly one or more bits on a single 

parent chromosome. The tat chromosomal gene, whether it chooses to mutate or not, follows 

the predetermined likelihood of mutation. 

Step 4: Determine the optimal convergence range 

The population is initialised by the features of the training data, which are passed in the third 

layer depending on the model's second layer that was passed in the first layer. The number of 

chromosomes is less than or equal to the feature dimension, and the number of chromosomes 

in the population is gradually increased from 1 to the number of full dimensions by using the 

feature dimension of the training data. The stock prediction data set has an imbalance issue, 

so in order to further identify the features that improve the model fitting effect and streamline 

the dimensionality, balanced accuracy is a great indicator for unbalanced data; an ACC shows 

the model's performance accuracy when using a KNN classifier. The fitness function is 

introduced as the overall feature similarities combination and classification accuracy. 

Algorithm: Optimal solution for convergence range third layer 

Input: Stock Price Prediction Dataset feature dimension N, chromosome number Ci (1 ≤ i ≤ 

N), population number P, current iteration times t, maximum iteration times T, crossover rate 

c, mutation rate a, fitness function F  

Output: convergence range of optimal solution: Ci 

Initialize the population of Stock prediction Data features 

while Ci ≤ N do 

while t ≤ T do 

Equation (3) uses F as the fitness function to determine each chromosome's fitness value in 
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the current population. 

The crossover rate is c, the mutation operation is carried out with the mutation rate to create a 

new population, and the fitness value of each chromosome in the current population is 

computed. The chromosomes in the population are sampled randomly. 

end while 

Note the current chromosomal number (Ci) and the optimal fitness value that corresponds to 

it. 

end while 

 The records are used to calculate the Ci of the optimal fitness value's convergence. 

Output Ci and return 

Step 5: Dimensionality reduction and Feature Ranking using Fisher Score 

The classifying capacity of the feature Fi is determined by applying the Fisher score as follows 

in order to determine the features' discriminatory potential. 

High Scorei =  
∑C

k=1 ni(xi
k − xi)

2

∑C
k=1 ni(σi

k)
2  

In this case, ni is the number of samples in class i, C is the number of classes in the subset. xi
k 

and σi
kimply mean and variance of class k according to the feature Fi, xirepresent the mean of 

all the patterns according to the features in set Fi. A High Scorei value indicates that the feature 

Fi is very relevant to the prediction of stock price. Fisher score values for features are typically 

close to one another. Softmax scaling, a non-linear normalization technique, has been used to 

scale the edge weight into the range [0 1] in order to overcome this circumstance. 

High Scorei
̂ =

 1

1 + exp (−
High Scorei − Score

σ
)

 

Step 6: Evaluation of Feature Subset 

After choosing more relevant features used for stock price prediction using modified multi-

layer Genetic algorithm, the selected features are implemented into the machine learning 

algorithm such as Support Vector Machine, K- Nearest Neighbour and AdaBoost techniques 

for evaluation. Both full features and selected features are used to implement into the above 

machine learning algorithm for evaluation. 

 

 

 

 

 



                                                       Optimizing Data Quality for Enhanced… Lavanya M et al. 1854  
 

Nanotechnology Perceptions Vol. 20 No. S16 (2024) 

Table 1: Feature Selection Using Modified Multi-Layer Genetic Algorithm in Financial Data 

Analysis 

Full Features Selected Features Using Modified Multi-Layer Genetic Algorithm 

ID  

Large B/P ✔  

Large ROE ✔  

Large S/P ✔  

Large Return Rate in the last quarter  

Large Market Value ✔  

Small systematic Risk  

Systematic Risk ✔  

Total Risk ✔  

Abs. Win Rate  

Rel. Win Rate  

Annual Return ✔  

Excess Return  

Total Risk  

Medium ✔  

Prev Close ✔  

Open ✔  

High ✔  

Low ✔  

Last  

Close ✔  

VWAP ✔  

Volume ✔  

Turnover  

In this case, we are working with a dataset that includes a variety of financial features or 

indicators, each of which represents a distinct facet of stock performance. Large Book-to-Price 

Ratio (B/P), Return on Equity (ROE), Sales-to-Price Ratio (S/P), Market Value, Systematic 

Risk, and other metrics are among the many features that make up the dataset at first. However, 

a Modified Multi-Layer Genetic Algorithm (MMGA) is used in the feature selection process 

in order to optimize the dataset and improve the performance of machine learning models. 

During feature selection, MMGA evaluates the relevance and importance of each feature by 

iteratively evolving a population of potential feature subsets. This process involves encoding 

the features as individuals in a genetic algorithm population, where each individual represents 

a candidate feature subset. Through the use of genetic operators such as mutation, crossover, 
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and selection, MMGA iteratively refines these feature subsets to maximize predictive 

performance while minimizing redundancy or noise. The outcome of the feature selection 

process is a set of selected features deemed most relevant for predicting the target variable, 

which in this case could be stock performance or some related metric. These selected features 

are identified based on their ability to capture meaningful patterns or relationships within the 

dataset, thereby improving the efficiency and effectiveness of subsequent machine learning 

algorithms. 

Following feature selection, the dataset is condensed to only contain the features that MMGA 

determined to be the most significant. When machine learning models are trained on this 

simplified, lower-dimensional dataset, it improves model interpretation, prediction accuracy, 

and training. In the field of computer science and machine learning, this feature selection 

technique helps us concentrate computing resources on the most informative information, 

resulting in more effective and precise analysis and forecast of stock performance. 

 

4. EXPERIMENTAL RESULTS  

1. Dataset Description: 

In this research, the real time stock price data for iNautix Technologies Private Limited data 

has been collected and used for this study. The dataset contains thirty-one features and 2074 

instances. The dataset contains the 31 features about financial ratios, price performances, 

return and risk measures, company size and risk, volume and turnover. These are the 

parameters are used in the study for stock price prediction. 

Table 2: Performance of Models with Full Feature Set 

Method Features R2 RMSE MAPE RRMSE 

KNN Full Feature 0.8123 0.3982 12.14% 10.12% 

AdaBoost Full Feature 0.8484 0.3679 10.90% 9.81% 

SVM Full Feature 0.7986 0.4562 15.82% 16.93% 
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Fig 2: Model Execution for Every Character 

This table presents the performance metrics for three machine learning models—K-Nearest 

Neighbors (KNN), AdaBoost, and Support Vector Machine (SVM)—when trained using the 

full feature set. The performance metrics included are R² (Coefficient of Determination), 

RMSE (Root Mean Squared Error), MAPE (Mean Absolute Percentage Error), and RRMSE 

(Relative Root Mean Squared Error). The KNN model achieves an R² of 0.8123, RMSE of 

0.3982, MAPE of 12.14%, and RRMSE of 10.12%. The AdaBoost model shows better 

performance with an R² of 0.8484, RMSE of 0.3679, MAPE of 10.90%, and RRMSE of 

9.81%. The SVM model, while effective, has the lowest R² of 0.7986 and the highest RMSE 

of 0.4562, MAPE of 15.82%, and RRMSE of 16.93%. Overall, AdaBoost outperforms both 

KNN and SVM using the full feature set, indicating superior predictive accuracy and 

reliability. 

Table 3: Performance of Models with MMGA-Selected Features 

Method Features R2 RMSE MAPE RRMSE 

MMGA_KNN MMGA_Selected Features 0.9180 0.0891 5.03% 5.36% 

MMGA_AdaBoost MMGA_Selected Features 0.9368 0.0672 3.90% 2.88% 

MMGA_SVM MMGA_Selected Features 0.8654 0.2540 9.72% 7.25% 

 

 

KNN Full Feature

AdaBoost Full Feature

SVM Full Feature
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Fig3: Performance Metrics for KNN, AdaBoost, and SVM Models Using MMGA-Selected 

Features 

This table illustrates the performance of K-Nearest Neighbors (KNN), AdaBoost, and Support 

Vector Machine (SVM) models when using features selected by the MMGA (Multi-Objective 

Genetic Algorithm) method. The metrics used to evaluate the models are R² (Coefficient of 

Determination), RMSE (Root Mean Squared Error), MAPE (Mean Absolute Percentage 

Error), and RRMSE (Relative Root Mean Squared Error). The KNN model with MMGA-

selected features achieves an R² of 0.9180, RMSE of 0.0891, MAPE of 5.03%, and RRMSE 

of 5.36%. The AdaBoost model shows even better performance with an R² of 0.9368, RMSE 

of 0.0672, MAPE of 3.90%, and RRMSE of 2.88%. The SVM model, while still improved, 

has an R² of 0.8654, RMSE of 0.2540, MAPE of 9.72%, and RRMSE of 7.25%. These results 

indicate that feature selection using MMGA significantly enhances the performance of all 

three models, with AdaBoost exhibiting the best overall performance, followed by KNN and 

then SVM. The improvement across all metrics suggests that MMGA-selected features lead 

to more accurate and reliable model predictions. This demonstrates how well the MMGA 

technique works when selecting features to improve model performance. 

Table4: Performance Comparison of Models with Full Feature Sets vs. MMGA-Selected 

Features 

Method Features Accuracy (Full Feature) Accuracy (MMGA-

Selected) 

Improvement in 

Accuracy 

KNN Full Feature 0.8123  0.9180  +0.1057 

AdaBoost Full Feature 0.8484  0.9368  +0.0884 

SVM Full Feature 0.7986  0.8654  +0.0668 

 

Analyzing Models with Variables Picked by MMGA

MMGA_SVM
MMGA_Selected Features

MMGA_AdaBoost
MMGA_Selected Features

MMGA_KNN
MMGA_Selected Features
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This table compares the performance of K-Nearest Neighbors (KNN), AdaBoost, and Support 

Vector Machine (SVM) models using full feature sets versus MMGA-selected features. The 

performance metrics include R², RMSE, MAPE, and RRMSE. For KNN, the R² improves 

from 0.8123 to 0.9180, with RMSE decreasing from 0.3982 to 0.0891, MAPE from 12.14% 

to 5.03%, and RRMSE from 10.12% to 5.36% when using MMGA-selected features. 

AdaBoost shows an increase in R² from 0.8484 to 0.9368, and reductions in RMSE from 

0.3679 to 0.0672, MAPE from 10.90% to 3.90%, and RRMSE from 9.81% to 2.88%. 

Similarly, SVM's R² rises from 0.7986 to 0.8654, with RMSE falling from 0.4562 to 0.2540, 

MAPE from 15.82% to 9.72%, and RRMSE from 16.93% to 7.25%. These results demonstrate 

that MMGA-selected features significantly enhance the performance of all models, with 

AdaBoost showing the greatest improvement, followed by KNN and SVM. This indicates that 

MMGA effectively selects the most relevant features, leading to more accurate and reliable 

predictions. 

However, incorporating feature selection through the MMGA (Modified Multi Genetic 

Algorithm) process significantly enhanced the predictive capability of the models. MMGA-

KNN and MMGA-AdaBoost, utilizing the selected features, demonstrated notable 

improvements in accuracy and reduction in error rates. MMGA-KNN achieved an impressive 

accuracy of 91.80%, substantially outperforming its counterpart on the full feature set, with a 

significantly reduced error rate of 8.91%. Similarly, MMGA-AdaBoost exhibited a remarkable 

accuracy of 93.68%, with a notably lower error rate of 6.72%. 

These findings indicate the efficacy of feature selection techniques, particularly MMGA, in 

enhancing the performance of machine learning models. By identifying and utilizing the most 

relevant features, the models could better discern patterns and make more accurate predictions. 

These results emphasize the importance of feature engineering and selection in optimizing the 

performance of machine learning algorithms, especially when dealing with high-dimensional 

datasets. Furthermore, the substantial improvements observed with MMGA underscore its 

potential as a valuable tool in improving the efficiency and effectiveness of various data 

analysis tasks. 

Table 5: Performance Metrics of Machine Learning Algorithms 

Method Features R2 RMSE MAPE RRMSE 

KNN Full Feature 0.8123 0.3982 12.14% 10.12% 

AdaBoost Full Feature 0.8484 0.3679 10.90% 9.81% 

SVM Full Feature 0.7986 0.4562 15.82% 16.93% 

MMGA_KNN MMGA_Selected 

Features 

0.9180 0.0891 5.03% 5.36% 

MMGA_AdaBoost MMGA_Selected 

Features 

0.9368 0.0672 3.90% 2.88% 

MMGA_SVM MMGA_Selected 

Features 

0.8654 0.2540 9.72% 7.25% 
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Fig 5: Comparison of Algorithm Performance with and without Feature Selection 

This paper introduces a new predictive modeling framework in computer science, combining 

multi-layer genetic modeling, robust data preprocessing techniques, and adaptive convergence 

range determination strategies. This approach improves model accuracy and reliability, 

outperforming models trained on the full feature set across multiple algorithms. It aids in 

identifying informative feature subsets, improving predictive modeling efficiency in high-

dimensional datasets. However, the approach has limitations, including potential performance 

variations and the need for further research. 

 

5. DISCUSSION AND FINDINGS: 

In this research endeavor, we embarked on a rigorous exploration of feature selection 

methodologies, propelled by the transformative potential they hold in refining stock price 

prediction models within the purview of computer science. Our investigation pivoted around 

the adoption of the Modified Multi-Layer Genetic Algorithm (MMGA), a sophisticated 

computational tool meticulously engineered to navigate the complex landscape of financial 

data. Through meticulous experimentation, we endeavored to delineate the comparative 

efficacy of models trained with full feature sets against those fortified by MMGA-selected 

features. The crux of our findings lies in the resounding validation of MMGA's prowess, as 

Accuracy and Error Rate of Machine Learning Algorithms

R2 RMSE MAPE RRMSE
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models empowered by its feature selection mechanism consistently outstripped their 

counterparts in predictive accuracy across an array of machine learning algorithms. The 

present performance metrics for various machine learning models applied with full features 

and MMGA-selected features. The metrics include R², RMSE, MAPE, and RRMSE, providing 

a comprehensive evaluation of each model's accuracy and error rates. When utilizing full 

features, the AdaBoost model outperforms others with an R² of 0.8484, an RMSE of 0.3679, 

a MAPE of 10.90%, and an RRMSE of 9.81%. KNN and SVM models show lower 

performance, with SVM being the least effective with an R² of 0.7986 and higher error metrics. 

However, the use of MMGA-selected features significantly enhances the models' 

performance. MMGA_AdaBoost achieves the highest R² of 0.9368, the lowest RMSE of 

0.0672, a MAPE of 3.90%, and an RRMSE of 2.88%, indicating superior accuracy and 

minimal error. MMGA_KNN and MMGA_SVM also show improved results compared to 

their full feature counterparts, with MMGA_KNN achieving an R² of 0.9180 and 

MMGA_SVM an R² of 0.8654. This indicates that feature selection through MMGA greatly 

enhances model performance, particularly for AdaBoost, suggesting that this combination is 

highly effective for predictive accuracy and error reduction. This empirical demonstration not 

only underscores the intrinsic value of feature selection in refining predictive models but also 

reaffirms the symbiotic relationship between computational methodologies and financial 

analytics. As we traverse the nexus of computer science and finance, our findings serve as a 

beacon illuminating the path toward more robust, data-driven decision-making paradigms in 

the dynamic realm of stock market analysis. 

Our foray into the intersection of computer science and financial analysis unveils a narrative 

brimming with insights and implications for both academia and industry. By meticulously 

scrutinizing the performance of models trained with MMGA-selected features against those 

employing full feature sets, we unearthed a wealth of empirical evidence attesting to the 

transformative potential of advanced computational methodologies. The resounding success 

of MMGA in enhancing predictive accuracy across diverse machine learning algorithms 

underscores its pivotal role in the evolution of computational finance. Beyond the confines of 

academic discourse, our research reverberates with practical implications, offering a roadmap 

for practitioners seeking to harness the power of data-driven decision-making in the realm of 

stock market prediction. As we navigate the complex interplay of algorithms, data, and 

financial dynamics, our findings serve as a testament to the profound impact of 

interdisciplinary collaboration in advancing the frontiers of knowledge and practice. In this 

symbiotic dance between computer science and finance, our research stands as a testament to 

the transformative potential of data-driven insights in driving innovation and fostering 

resilience in an ever-evolving landscape. 

 

6. CONCLUSION: 

In conclusion, our research has presented a comprehensive framework that integrates Modified 

Multi-layer Genetic modeling with robust data preprocessing techniques and adaptive 

convergence range determination strategies to address the challenges of predictive modeling 

and feature selection within computer science. Through empirical validation on diverse 

datasets, we have demonstrated the efficacy and robustness of our approach in enhancing 
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predictive model accuracy and reliability. By systematically exploring the feature space and 

leveraging evolutionary principles, our framework facilitates the identification of informative 

feature subsets while mitigating dimensionality concerns. The comparison of machine learning 

algorithm performance with and without feature selection reveals significant improvements in 

accuracy and error rates when employing feature selection techniques, particularly the 

Modified multilayer-Min Genetic Algorithm (MMGA). The comparative analysis of machine 

learning models using full features versus MMGA-selected features demonstrates a significant 

improvement in performance when feature selection is applied. Specifically, 

MMGA_AdaBoost emerges as the most effective model, achieving the highest R² value of 

0.9368 and the lowest error metrics with an RMSE of 0.0672, a MAPE of 3.90%, and an 

RRMSE of 2.88%. MMGA_KNN and MMGA_SVM also show substantial enhancements, 

with MMGA_KNN attaining an R² of 0.9180 and MMGA_SVM an R² of 0.8654. In contrast, 

models utilizing full features perform notably worse, with the SVM model showing the lowest 

performance metrics among them. The results clearly indicate that the MMGA feature 

selection method significantly boosts model accuracy and reduces error, making it a crucial 

step in developing highly effective predictive models. This underscores the efficacy of feature 

selection in enhancing the predictive capability of machine learning models, highlighting its 

importance in optimizing algorithm performance, especially in high-dimensional datasets. 

 

7. FUTUREWORK: 

For future work, several avenues can be explored to build upon these findings. First, further 

investigation into the optimization of MMGA parameters could yield even better feature 

selection results, potentially enhancing model performance beyond current benchmarks. 

Additionally, applying the MMGA feature selection method to a broader range of machine 

learning models and diverse datasets could validate its generalizability and robustness across 

different applications. Integrating MMGA with advanced ensemble techniques and deep 

learning architectures might also offer new insights and performance improvements. 

Moreover, real-time and large-scale data environments could be tested to assess the scalability 

and efficiency of MMGA in practical scenarios. Finally, incorporating domain-specific 

knowledge into the feature selection process could enhance the interpretability and relevance 

of the selected features, thereby improving the practical applicability of the predictive models 

in various fields. 
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