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Rapid improvements in data analytics and educational technology have made it possible for students 

to plan their careers using prediction models.  This research looks at different machine learning 

(ML) methods for figuring out what careers students might be interested in based on their grades, 

extracurricular activities, and personal information.  The study looks at a number of machine 

learning methods to find the best ones for predicting careers. This fills in a gap in the existing 

research. We use a big set of academic records and personal traits to build and test six well-known 

machine learning algorithms: Decision Trees, Support Vector Machines (SVM), Neural Networks, 

Random Forest, K-Nearest Neighbors (KNN), and Gradient Boosting Machines (GBM).  Cross-

validation checks accuracy, precision, recall, and F1-score to make sure that the system is reliable 

and sturdy. Based on our findings, some systems are better than others at figuring out what people 

will do with their lives.  The study stresses the importance of combining different types of data and 

improving model factors to make predictions more accurate. This work adds to the body of study 

on educational data mining and has useful information for teachers, lawmakers, and job advisers.  

ML's predicted skills could be used by schools to help students choose jobs, which would make 

those careers more successful and happy.  The research also talks about moral concerns involving 

the protection of student data and the use of biased prediction models. The study's conclusion is 

that ML could change education and suggests that it be used strategically to make job advice better.  

Future study should focus on adding more data sources and making ML models better so that 

predictions are more accurate and useful. 

Keywords: Machine Learning, Career Prediction, Educational Data Mining, Student 

Performance, Predictive Analytics, Algorithm Evaluation. 

 

 

1. Introduction 

1.1. Historical Background and Context 

There is no doubt that job planning is very important for kids.  In today's job market, which is 

always changing, students need more than just classroom information to do well[1].  They 

need smart job advice to help them make the best decisions about their schooling and careers.  

For effective job planning, one must set clear goals, know their strengths and weaknesses, and 
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make well-informed decisions about their educational and work paths.  This process is 

necessary to make sure that students are ready to enter the job market and find long-term job 

satisfaction[2]. When school data and technology are combined, they have a big effect on the 

direction of job paths.  With the rise of "big data," schools can now collect and study huge 

amounts of information about how well students are doing, how they behave, and what they 

like.  The information can help us learn a lot about how students learn, find places where they 

can improve, and make sure that educational approaches are tailored to each student's needs[3].  

Technology gives students tools to evaluate themselves, look into careers, and improve their 

skills, so they can make smart decisions about their future. In the area of education, machine 

learning (ML) is a powerful tool for doing predictive analytics.  Computer programs called 

machine learning algorithms can look through a lot of data and find patterns and trends that 

people might not be able to see right away.  In this case, ML is very useful because it can 

predict things about students, like how well they will do in school, how many will drop out, 

and how well they will do on their first job.  By using machine learning on educational data, 

researchers and teachers can build models that can predict the likelihood of different job results 

by looking at a student's grades, extracurricular activities, and personal information.  These 

predictive models can give students personalized job advice that helps them make smart 

decisions about their future. 

1.2.  Characterization of the challenge  

Accurately predicting the job paths of students is a difficult task that involves many factors. 

Many things, like school success, personal interests, socioeconomic background, and outside 

market conditions[4], can affect a person's career path. Because these factors are complicated 

and affect each other, it's hard to make models that can regularly predict how careers will go. 

One big problem is that the info isn't always correct or complete. It's hard to make complete 

models because educational data is often broken up and not consistent. A lot of the current 

prediction models only look at academic success and don't take into account other important 

factors like personal goals, social activities, and "soft skills." There needs to be a set of models 

that cover all the different and complicated parts of job growth. A lot of research has been 

done on using machine learning (ML) to predict how well students will do in school and how 

long they will stay in school. However, not as much research has been done on using ML to 

predict job results. There are a lot of studies out there, but most of them are pretty narrow in 

what they look at or the datasets they use [5]. Not many in-depth studies have looked at how 

well different machine learning methods can predict job results for a range of student groups 

and school situations. A number of studies also don't look deeply enough into the ethical and 

understandable effects of using machine learning to predict careers. Understanding the 

reasoning behind a model's specific estimate is a key part of earning the trust of teachers and 

students. It's also hard to know if using student data for predictive analytics is moral because 

of issues like data protection, permission, and the chance that model predictions will be biased. 

1.3.  Relevance of the Findings 

It's very helpful for schools, leaders, and kids to have accurate job predictions. It's possible 

that predictive models can help schools make better decisions about how to plan their lessons 

and help services, which will make students more ready for the job market[6]. Colleges and 

universities can quickly find students who are more likely to have problems and help them in 
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specific ways to improve their chances of success. Predictive analytics can help policymakers 

make decisions about school funding and policies that make sure everyone has an equal chance 

to get a job. Accurate job estimates help students make sense of a world that can be hard to 

predict [7]. Students can make smart choices about their schooling and career paths if they 

have a full understanding of their skills and possible career paths. It's possible that this feeling 

of power will lead to more job happiness and a better sense of purpose. Predictive models may 

also help students find and develop the skills that employers want, which could increase their 

chances of getting a job in today's very competitive job market. ML-based prediction analytics 

in education could change the way schools work and how people plan their careers[8]. 

Colleges and universities can use predictive models to make sure that each student gets a 

personalized education that fits their needs and goals. Matching educational opportunities with 

expected job results can help institutions make their programs more useful and effective. 

Individually, prediction analytics may help students understand how the choices they make in 

school may affect their future careers by giving them personalized job advice. This information 

could be used to make personalized job plans for each student that help them reach their full 

potential[9]. More than that, prediction models can see trends in future careers and skill gaps, 

which lets students make changes to their learning and job goals as needed.  

1.4.  Study Objectives 

The main purpose of this study is to find out how well different machine learning methods can 

predict what students will do with their lives after school. This study looks at and compares 

the F1-score, accuracy, precision, memory, and success rate of different algorithms to find the 

best ones for predicting careers. In this study, Decision Trees, Support Vector Machines 

(SVM), Neural Networks, Random Forest, K-Nearest Neighbors (KNN), and Gradient 

Boosting Machines (GBM) are the methods that are looked at. The main purpose of this study 

is to find the best machine learning models for predicting how careers will go. For this job, 

you need to look at more than just how well each method works. You also need to think about 

things like how easy it is to understand, how quickly it works, and how well it can be scaled 

up or down. The outcomes will give us important information about the best models to use in 

school settings and how they can be improved to be more accurate and dependable. This study 

not only looks at how well the program works, but it also tries to figure out what factors have 

the biggest effect on job predictions. The project will use data from prediction models to find 

out what factors are most important for getting a good job. These factors will include 

demographics, academic performance, and involvement in leisure activities. These new ideas 

will help us understand the things that affect job routes better and help us come up with better 

ways to help people with their careers. 

 

2. Literature Review  

2.1. Theoretical Background 

The study of predicting job results has been going on for a long time in the psychology and 

education fields. Some well-known theories about career growth, like Holland's Theory of 

Vocational Choice, Super's Life-Span, Life-Space Theory, and the Social Cognitive Career 

Theory (SCCT), have helped us understand how people choose jobs and do well in their 
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careers[11]. Holland's theory says that people are more likely to be happy and successful at 

work if their types fit into certain groups, such as Realistic, Investigative, Artistic, Social, 

Enterprising, and Conventional. Super's theory emphasizes how careers change over time, 

showing how people go through different stages (growth, discovery, establishing, upkeep, and 

withdrawal) and the idea of professional adulthood. The SCCT method, on the other hand, 

looks at how personality traits, external factors, and behavior decisions affect each other. It 

shows how important self-confidence, expected results, and setting goals are when picking a 

career[12]. A big focus is on how important success measures and school achievements are 

for predicting how a job will go in the future. People often look at grades, test scores, and other 

academic accomplishments as a good measure of how well someone will do in the workplace 

in the future. People who do well in school are often thought to have better job prospects 

because they have shown they are smart and able to control themselves [13]. However, new 

study shows that things outside of school, such as personal hobbies, soft skills, and leisure 

activities, can have a big effect on job performance. It is important to include all of these things 

in forecast models so that we can fully understand job routes. How important success measures 

and school results are for predicting job outcomes In the past, performance evaluations and 

school achievements were the main tools used to predict a person's future [14]. Grade point 

averages, standardized test results, and achievements in specific subjects are often used to 

judge a student's skills and readiness for certain career paths. These metrics give us a way to 

measure a student's skills, knowledge, and abilities, which are often linked to career success. 

However, these tests aren't very good at predicting the future because they don't look at all the 

skills and traits that make someone successful at work, like creativity, management skills, and 

the ability to get along with others. To use performance measures in prediction models, you 

need to know how complicated the link is between school success and career success[15]. 

Research has shown that doing well in school is not the only thing that determines career 

success. While doing well in school can open up important training and job opportunities, it is 

not the only thing that determines career success. Research on the long-term career paths of 

high scorers shows that while they often get better first jobs, they need a wider range of skills 

and experiences to move up in their careers. So, modern ways of predicting careers should 

combine academic measures with other personal factors to make them more accurate and 

useful. 

2.2. Machine Learning in Education 

A lot of progress has been made in machine learning (ML), especially in how it is used in 

schools. In the beginning, machine learning was only used in education for experiments and 

academic studies. On the other hand, machine learning is now widely used for analyzing 

educational data[16] because of the fast growth of digital data and improvements in computer 

power. The first uses of machine learning in education were mostly for simple tasks, like 

automatic testing and basic predictive models for judging how well students were doing in 

school. To predict results with small datasets, these models often used decision trees and linear 

regression. As the field got better, more complex machine learning methods came out, which 

made it possible to do more complex studies and make more accurate predictions[17]. 

Researchers have been able to make models that can look through huge amounts of complex 

data and find patterns and connections that were not visible before thanks to neural networks 

and deep learning. At the moment, machine learning is used in education for a wide range of 
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tasks, such as personalized learning systems, smart teaching systems, and predictive analytics 

to help students stay in school and do well. The power behind these apps comes from machine 

learning algorithms that can look at and learn from very large datasets. This can lead to useful 

insights that could make teaching and learning better[18]. Many studies have been done on 

how to use machine learning (ML) methods to predict how well someone will do in school. 

Most of the time, these studies use a variety of machine learning methods to look at data about 

students and find factors that might be able to predict how well they will do in school. Decision 

trees, random forests, support vector machines (SVM), and neural networks have all been used 

in studies to predict GPA, standardized test scores, and the number of students who finish a 

course. The findings of these studies have shown that machine learning (ML) can make 

accurate predictions by combining school records, personal data, and behavioral data[19]. 

Romero and Ventura's (2010) well-known study looked at the current state of educational data 

mining and stressed how useful machine learning methods are for predicting academic 

success. Attendance, participation in extracurricular activities, and past academic success were 

found to be significant factors. In a different study, Yadav and Pal (2012) looked into how 

classification methods like decision trees and SVM can be used. By looking at social and 

academic factors, these methods were used to predict how well students would do in school. 

These studies show that machine learning (ML) can help us learn more about the factors that 

affect school success and come up with ways to help students make progress. 

2.3. Comparative studies on machine learning algorithms. 

In the area of education, prediction jobs are often done with different machine learning 

methods, each of which has its own pros and cons. Forecasts are often made with decision 

trees because they are simple and easy to understand, which helps teachers understand how 

decisions are made [20]. However, they can be overfitted, especially when working with large, 

complicated datasets. Random forests, an ensemble method based on decision trees, solve this 

problem by taking the average of many trees' forecasts, which makes the system more accurate 

and resilient.  

Support Vector Machines (SVM) are a well-known method that works well in places with a 

lot of dimensions. Support Vector Machines (SVMs) are great for tasks that need to be put 

into groups [21]. They have been used a lot in studies to predict how well students will do in 

school and other educational outcomes. Despite this, they might need a lot of computer power 

and be harder to understand than decision trees. 

Because they can show complex and non-linear relationships in data[22], neural networks, 

especially deep learning models, have become very popular. These models have been used to 

predict a wide range of educational results, from the number of students who drop out to their 

grades. Artificial neural networks are very accurate, but they need a lot of data and computer 

power to work. In addition, their lack of clarity makes it hard to understand what they say.  

 

K-Nearest Neighbors (KNN) is a simple way to learn from examples that is often used in 

teaching prediction tasks. While KNN is easy to set up and use, it may work well if the settings 

are properly adjusted [23]. Still, working with very large datasets might lead to high processing 

costs, and the choice of distance measure can have a big effect on the outcomes.  
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A type of ensemble learning method called Gradient Boosting Machines (GBM) takes the 

results of many weak learners, usually decision trees, and puts them all together to make a 

strong predictive model. GBMs are very good at a lot of different kinds of prediction tasks, 

including ones in the field of education. This is because they can handle a lot of complicated 

data and eventually get better at making predictions[24].  

Comparing machine learning methods from different fields has helped us learn more about 

how well they work and what they're best for. Kotsiantis' study in 2007 looked at how well 

different classification methods, like decision trees, SVM, and neural networks, could predict 

how well students would do in school[25]. The study found that neural networks and SVM 

were usually more accurate, but decision trees were easier to understand, which is very 

important for people who work in education. Kulkarni's (2019) meta-analysis looked at how 

ML is used in education to see how useful different algorithms are at identifying things like 

grades, staying in school, and job success for students. The study showed that ensemble 

methods, like random forests and GBMs, often did better than individual models. This shows 

how important it is to combine many prediction models to get better accuracy and resilience. 

The importance of picking the right machine learning algorithm is stressed by these 

comparison studies. The algorithm should be chosen based on the specifics and needs of the 

prediction job. When picking an algorithm for teaching predictions, it's important to think 

about things like the type of data, how easy it needs to be to understand, and any processing 

power limits[26]. The results of this study also show that it might be possible to use "hybrid" 

methods that combine the best parts of different algorithms to make predictions more accurate.  

2.4. Deficiencies in the Current Body of Research 

While a lot of research has been done on how machine learning (ML) can be used in education, 

not nearly as much has been written about how ML can be used to predict careers[27]. 

Predicting academic success and student return rates has been the focus of most research. 

Predicting job results, on the other hand, has been the subject of only a few studies. Career 

forecast looks at more factors than just grades and test scores. These include hobbies, interests 

outside of school, and socioeconomic factors that aren't always taken into account in regular 

academic data. This gap gives researchers a chance to look into new models and methods that 

take these different traits into account in order to make more accurate predictions about job 

paths[28]. We need thorough studies that look at how well different machine learning systems 

can predict job results right away. Most of the research being done now is either focused on a 

single program or only compares a few models, which means that we don't fully understand 

the pros and cons of each [29]. To find the best models for predicting careers, it's important to 

do a full analysis that includes many different algorithms, like decision trees, support vector 

machines (SVM), neural networks, random forests, k-nearest neighbors (KNN), and gradient 

boosting machines (GBM). Most of the study also doesn't look deeply enough into the ethical 

and understandable problems of using machine learning to predict careers. Understanding the 

reasoning behind a model's prediction is important for building trust among teachers and 

students and making sure that the predictions are used responsibly. It's also very questionable 

to use student data for prediction analytics because of issues like data privacy, permission, and 

the chance that model forecasts will be biased [30]. It is very important to deal with these 

issues if we want to make ML models that are moral and clear, and that can be easily used in 

education. Overall, there have been big steps forward in using machine learning in schooling, 
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but not as much has been done to look into future prediction as a specific job. A lot of study 

needs to be done to evaluate a lot of different machine learning methods and think about the 

moral effects of using them. By fixing these problems, researchers may be able to make 

prediction models that are more accurate and reliable. This could help students make better 

job choices, which would lead to longer-term success and happiness. 

 

3. Methodology 

3.1. Research Design 

This study uses a quantitative, comparison method to check how well different machine 

learning (ML) algorithms can predict how students will do in their careers. A mathematical 

method is used to show that the differences in performance between algorithms are fair and 

can be measured. The comparison part involves carefully looking at a number of machine 

learning methods to find the best one for guessing how a job will go. This design lets you 

carefully check how well different algorithms are supposed to work using statistical methods, 

giving you a clear, fact-based picture of what they can do[31]. There are several reasons why 

the quantitative, comparison method is right for this study. The goal of the study is to find the 

best machine learning algorithm for predicting careers. To do this, we need a method that can 

handle large datasets and give correct, numeric assessments of algorithmic performance[32]. 

Statistical tests can be used to figure out how important differences in performance measures 

are when using quantitative methods, which guarantees strong and reliable results. Using a 

comparison method also lets you carefully test multiple algorithms in the same conditions, 

which makes sure that any differences in performance are due to the algorithms themselves 

and not to outside factors. This method provides a fair review by highlighting the pros and 

cons of each program in the context of predict future careers. The study's goals are to find the 

most accurate and reliable prediction models and understand the factors that affect job 

outcomes. Using a quantitative, comparison approach fits with these goals. This method gives 

a clear structure for judging how well different machine learning algorithms work, which 

makes sure that the results are accurate and useful in educational settings. 

3.2. Data collection 

There were 1090 entries through Google Forms for the 31 different factors, which is the data 

source. Once we have all the data we need, we need to normalize it. Normalization is the 

process of changing the scale of numerical data to a standard range, usually from 0 to 1. The 

goal of standardization is to make sure that all features contribute equally to the model's 

success and to help the training process come together. Taking Care of Missing Values as 

Well, Not having enough data could have a big effect on how well machine learning models 

work. Some of the methods that will be used are mean/mode correction, regression, or using 

algorithms that can deal with missing data, like random forests. If there are any missing 

numbers in categorical data, the most common group could be used instead[33]. Encoding is 

the process of changing the style of data from one to another, usually to make sure it works 

with other systems or to send data safely. Numbers will be used to describe categorical factors, 

like personal data and recreational activities. This can be done with one-hot encoding or label 

encoding. Finding and getting rid of outliers: It's possible for outliers to change the results of 
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forecast models. We will use tools like z-score or IQR (Interquartile Range) to find and deal 

with outliers correctly[34]. Adding more data to models is one way to make them more 

reliable. Adding more data sets is part of it, especially when the information isn't fair. In order 

to do this, SMOTE, which stands for Synthetic Minority Over-sampling method, can be used. 

3.3.  Machine Learning Algorithms 

The choice of ML algorithms for this research is determined by their widespread use, shown 

effectiveness in comparable tasks, and variation in methodology[35]. The selected algorithms 

include both conventional and cutting-edge techniques, spanning a spectrum of intricacies and 

interpretability. The selection criteria are as follows: 

• Evidence of Efficacy: Algorithms that have consistently shown strong performance in 

predicting tests. 

• Methodological Diversity: Incorporating algorithms that use several methodologies, 

like tree-based methods, instance-based learning, and neural networks, to guarantee a thorough 

review. 

• Interpretability: The analysis of algorithms that differ in their ability to be understood, 

ranging from easily understandable models such as decision trees to more intricate ones like 

neural networks[36].Computer efficiency refers to the ability of algorithms to be taught and 

assessed effectively using the available computer resources. 

Choice trees are models that use the values of features to split the data into branches, with a 

choice at each ending. These branches are called decision trees.  Decision trees are easy to 

understand and can work with both numerical and categorical data.  However, if they are not 

trimmed properly, they may suffer from being too tight. 

Support Vector Machines (SVM) are great for solving classification problems because they 

can find the best hyperplane that makes the gap between classes as small as possible.  They 

work well in areas with a lot of dimensions, but they might be hard to understand and cost a 

lot to compute. 

Neural Networks: Deep learning models are examples of neural networks. They are made up 

of related layers of neurons that can show complex and non-linear relationships.  For these 

jobs, you need a lot of data and processing power, but they do a great job of getting hard tasks 

right. 

Random Forest: Random forests are group methods that build several decision trees and then 

mix the predictions they make.  Random forests make models more stable, stop them from 

overfitting, and handle lost data well.  However, because it is made up of several trees, it may 

not be as easy to understand. 

K-Nearest Neighbors (KNN) is an instance-based method for sorting data by finding the class 

that most of its k-nearest neighbors belong to.  This method is easy to use and works well for 

small datasets, but it can get slow and is affected by the choice of k and the distance measure. 

The Gradient Boosting Machines (GBM) build a group of trees one after the other, with each 

tree fixing the mistakes made by the one before it.  These models can predict things very 
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accurately and work well with a lot of different types of data, but they may be hard to run on 

computers. 

Logistic regression is a type of statistics used to classify things into two groups.  It guesses 

how likely a class is based on the information you give it.  It is easy to understand and use, but 

it might not be able to pick up on complex links in the data. 

When you use the Gaussian Naive Bayes method, you believe that the data points' 

characteristics are spread out in a Gaussian way.  The data points are then put into groups 

using Bayes' theorem.  The method works very well and handles lost data well.  In addition, it 

works really well with very small datasets.  It does, however, assume that features are 

independent, which might not always be true in the real world. 

3.4. Performance Metrics 

A lot of different measures will be used to give the ML algorithms a full grade for how well 

they work. Accuracy is the number of correctly predicted events compared to the total number 

of events [37].  It gives a general idea of how well the model is doing, but it could be wrong 

if the information isn't fair.  Precision is the number of correct positive predictions out of all 

the positive predictions that were made.  When the possible effects of wrong good results are 

big, accuracy is very important. How many correctly predicted positive outcomes there were 

compared to the total number of positive outcomes that happened.  When losing important 

information could have big effects, recall is very important[38].  In a fair way, the F1-Score is 

a numeric measure that takes into account both accuracy and memory.  It works especially 

well for files where the data points are not spread out evenly. The area  Regarding the Receiver 

Operating Characteristic Curve (AUC-ROC), this parameter measures how well the model can 

tell the difference between different classes; higher numbers mean better performance. A 

confusion matrix shows all the different kinds of mistakes that can happen when making 

predictions, like true positives, false positives, true negatives, and false negatives. 

3.5. Methods of Cross-Validation for Ensuring Resilience 

There will be cross-validation methods used to make sure that the results are strong and useful.  

The following strategies will be used:  K-Fold  For cross-validation, the dataset will be split 

into k smaller groups, or folds [39].  After being trained on k-1 folds, the model will be tested 

on the last fold.  There will be k times of this process, with one test set for each fold.  To figure 

out the performance measures, we will average over all k rounds. This will give us a good idea 

of how well the model is doing[40]. When datasets aren't fair, stratified cross-validation is 

used to make sure that each fold keeps the same class distribution as the full dataset.  This 

makes it easier to give a more accurate assessment of how well the model works with uneven 

data.  The information will be split into two groups: the test set and the training set[41].  The 

training set will be used to build the model, and the test set will be saved for the final test to 

make sure the models work well with new data that hasn't been looked at before. More than 

one cross-validation: We will use more than one cross-validation to deal with the differences 

in performance that come from using different splits [42].  This is done by doing the cross-

validation process many times and then taking the average of the results. Using these cross-

validation steps will lower the chance of overfitting, give a more accurate picture of how well 

the model is working, and make sure that the results are accurate and can be used with different 
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datasets and situations. In the end, this method gives a complete framework for checking how 

well various machine learning algorithms predict the job paths of students.  This study aims to 

help people figure out the best ways to use machine learning to predict careers by using a 

quantitative, comparative study design, thorough data collection and preparation methods, and 

strict performance measures and cross-validation procedures[43].  The data will help make 

prediction models that are more accurate and reliable. This will help students make better job 

decisions and improve the way they are taught. 

 

4. Findings and Evaluations 

4.1.  Data Analysis 

The set of data being looked at includes many things, such as the personal, academic, and 

recreational activities of each student.  In this case, the most important variables are 

Student_ID, First_Name, Last_Name, Gender, Date_of_Birth, HSC_Board, HSC_Year, 

HSC_Percentage, HSC_Subjects, SSC_Board, SSC_Year, SSC_Percentage, SSC_Subjects, 

UG_Degree, UG_University, UG_Year, UG_CGPA, UG_Specialization, PG_Degree, 

PG_University, PG_Year, PG_CGPA, PG_Specialization, Interests, Skills, Extracurricular 

Activities, Career_Interests, Personality Traits, Leadership Experience, Work Experience, 

Internships, Job Availability, and Target_Career.  Creating summary statistics to give a full 

picture of the information is the first step in the data analysis process.  The dataset has about 

the same number of men and women, which means that the study will not be affected by gender 

bias.  The average grade for the Higher Secondary Certificate (HSC) is about 75%, according 

to the school records.  On the other hand, students tend to do better on the Secondary School 

Certificate (SSC) exams, with an average score of about 80%.  The study looks at both 

undergraduate (UG) and postgraduate (PG) CGPAs, which have mean scores of 7.5 and 8.0, 

respectively.  Students' academic success stays about the same or gets a little better as they 

move through the school system, according to this statistics. Students have many hobbies and 

interests outside of school, such as sports, arts, and community work.  This variety is important 

because it shows how kids have grown beyond their school achievements.  The data also shows 

a wide range of career goals, with a lot of students wanting to work in technology, business, 

and healthcare[44].  Different job hobbies make it clear that career prediction models need to 

use a personalized approach. 
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Fig 1. Distribution of UG an PG CGPA 

4.1.1. Utilizing Data Visualization for Pattern Recognition and Correlation Analysis 

Methods for data representation are used to find trends and connections in the data set.  

Histograms and box plots are two ways to show clearly how academic results are spread out 

and vary across different levels of education, such as HSC, SSC, UG, and PG.  The graphics 

show that the scores for HSC and SSC stay mostly the same, but the scores for UG and PG 

vary more, which suggests that students' success differs more clearly at higher levels of 

education. It is very important to use scatter plots to look at how important factors are related 

to each other.  A scatter plot that compares the cumulative grade point average (CGPA) for 

undergraduates (UG) and postgraduates (PG) shows a good relationship.  This means that 

people who do well in school while they are undergraduates are likely to keep up their good 

grades while they are graduate students.  It is possible to make heatmaps that show the 

correlation matrix of a dataset clearly. These maps show how different factors are connected.  

The study shows strong links between doing well in school and things like job training, 

internships, and leadership roles. This shows how important these experiences are for future 

work success. Bar charts are used to show how job choices are spread out among different 

academic fields and genders[45].  For instance, it has been shown that more students who have 

a background in technology are very interested in jobs that involve technology.  For accurate 

job planning, it's important to know how academic subject and professional interest are related. 
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Fig 2. Corelation Matrix 

4.2. Model Evaluation 

To find out which machine learning methods work best, the study looks at Decision Trees, 

Support Vector Machines (SVM), Neural Networks, Random Forest, K-Nearest Neighbors 

(KNN), Gradient Boosting Machines (GBM), Logistic Regression, and Gaussian Naive Bayes. 

To rate each method's performance, we look at things like accuracy, precision, memory, F1-

score, and AUC-ROC. Decision trees, which are known for being easy to understand, work 

well and are accurate enough for most situations. Their main problem is that they tend to fit 

too well, which could be fixed by trimming processes. Support Vector Machines (SVMs) are 

very accurate and precise, especially when they need to tell the difference between job paths 

that are very similar. However, they require a lot of computer power and can't be interpreted. 

When they have a lot of levels and neurons, neural networks are better at accuracy and F1-

score. While they are very good at finding complex, non-linear relationships in data, they are 

not very easy to understand and take a long time to train. There is a trade-off between 

performance and interpretability in Random Forests. They have good performance, a high 

level of accuracy, and they don't overfit. K-Nearest Neighbors (KNN) doesn't work very well, 

and the choice of k and the distance measure have a big effect on how well it works[46]. Even 

though the method is simple, it takes a long time to handle large numbers. In many ways, 

Gradient Boosting Machines (GBM) are better than other methods at predicting with great 

accuracy and precision. They handle a lot of different types and locations of data well, but they 

need a lot of computer power. There is a lot of ease of understanding with logistic regression, 

and it works well for jobs that require binary classification. But it might not be able to catch 

complex relationships as well as other models. When working with small datasets, Gaussian 

Naive Bayes is very fast, and it can also handle missing data well[47]. However, the fact that 

it assumes that features are independent might make it harder to properly record the links 

between features, which would make it less useful overall. 
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Fig 3. Model Evaluation Chart 

4.2.1. Analysis of the Most and Least Effective Algorithms Based on Performance Metrics 

According to the comparison study, Neural Networks and Gradient Boosting Machines (GBM) 

are the best methods for predicting how a student's future will go. Neural networks are very 

good at finding complex patterns and links in data, which makes them a good choice for 

guessing how a job will go. Because they work so well in a number of areas, gradient boosting 

machines (GBMs) offer flexibility and steadiness, making them an excellent choice for real-

world uses. Gaussian Naive Bayes and K-Nearest Neighbors (KNN), on the other hand, are 

thought to be the least useful algorithms in this case. KNN's speed depends a lot on the settings 

you choose, and it can be hard to run on a computer, especially when you have a lot of data 

[48]. While Gaussian Naive Bayes works well with small datasets, it has trouble because it 

assumes that features are independent, which makes it hard for it to see minor connections in 

the data. 

 

Fig 4. Performance Analysis 
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4.3. Analysis of Findings 

The study gives us a lot of important information about the things that have a big effect on job 

predictions.  Good grades in school, like getting high marks on the Higher Secondary 

Certificate (HSC) and Secondary School Certificate (SSC) exams and having high Cumulative 

Grade Point Averages (CGPAs) in both undergraduate (UG) and postgraduate (PG) studies, 

are a good sign of future job success.  Consistently getting good grades shows that you have a 

solid knowledge base and a strong work ethic, which are both very helpful in many career 

situations. Aside from schoolwork, doing things outside of work and learning new skills are 

also important for doing well at your job[49].  Doing things outside of school, like sports, arts, 

and community service, and learning skills, like being good at technology, being a leader, and 

being able to communicate clearly, are closely linked to doing well at work.  These events give 

students real-world experience and show off a variety of skills, which makes them more 

appealing to potential jobs. Work experience and jobs are very important for getting ahead in 

your work.  Students who do internships and get the right kind of work experience are more 

likely to get the skilled jobs they want because these experiences give them exposure to the 

field and hands-on experience[50].  This shows how important it is to include hands-on 

activities in learning programs. Personality traits and experience as a boss are two important 

factors that may accurately predict how successful someone will be in their career.  Students 

are better prepared to deal with work problems and take on leadership roles if they are 

persistent, adaptable, and have led others before.  Extracurricular events and getting hands-on 

experience are often good ways to develop these traits. Students, teachers, and officials all 

need to pay attention to the results of this study[51, 52].  Students can make better decisions 

about their schoolwork and leisure activities if they know the important factors that affect 

career success.  To improve their chances of getting a job, people should focus on doing well 

in school, improving their skills, and getting relevant work experience. Teachers could use 

these insights to improve the design of lessons and support services, which would better 

prepare students for the jobs they want.  Stressing how important it is for students to take part 

in extracurricular activities and get real-world experience could help them develop the skills 

they'll need in the job market.  Teachers can use these results to give each student 

individualized help and advice, taking into account their unique skills and interests[53]. With 

this information, lawmakers may be able to make better decisions about education that help 

all of their students grow.  Making it easier for people to get a good education, jobs, and 

hobbies outside of school might help build a fair and effective education system.  Policymakers 

could use these numbers to decide how to spend taxpayer money and back programs that help 

students get ready for their future jobs. Basically, this in-depth study tells us a lot about how 

well different machine learning systems can guess what students will do with their lives after 

they graduate.  This study helps make more accurate and reliable prediction models by figuring 

out what factors are the most important and what the pros and cons of different methods are.  

By helping students make smart career choices, these models can help them be more successful 

and happy in the long run[54]. The results stress the importance of an all-around approach to 

education that includes academic success, hands-on experience, and personal growth to make 

sure that students are ready for their future careers. 
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5. Discussion  

5.1. Summary of findings 

The study's goal was to see how well different machine learning (ML) systems could predict 

how a student's job would go by looking at their academic records, extracurricular activities, 

personal traits, and professional preferences.  The main findings of the study show that Neural 

Networks and Gradient Boosting Machines (GBM) are better than other methods at making 

accurate predictions and doing well overall, as measured by precision, memory, and F1-score.  

These algorithms are very good at finding complex, non-linear relationships in data, which 

makes them perfect for apps that try to predict careers.  On the other hand, algorithms like K-

Nearest Neighbors (KNN) and Gaussian Naive Bayes did not perform as well, which 

highlights their limitations in this situation.  The study also found important factors that affect 

professional results, such as academic success (HSC, SSC rates, UG and PG CGPAs), work 

experience, internships, leisure activities, and personality traits.  All of these parts work 

together to give us a full picture of the things that affect career success, which is a good starting 

point for making predictions. 

5.2. Consequences 

The results have big effects on how schools work and how job counselors give advice.  

Building prediction models that use machine learning into schools might help them give better 

personalized job advice to each student.  By knowing the most important factors that affect 

job success, teachers can tailor their lessons and extracurricular activities to better prepare 

students for the careers they want to pursue[55].  This customized way might help teachers 

figure out what skills and areas of weakness each student have, which would allow for targeted 

treatments that make them better prepared for future jobs.  These findings could help 

policymakers make rules that support comprehensive education by showing how important it 

is to do well in school and have hands-on experiences like jobs and community activities[56].  

Using data and evidence-based methods, adding machine learning to job guidance models 

could make the process of planning a future more efficient.  This could make it easier for 

students to go to school and get a job, making sure that they are better prepared to meet the 

needs of the job market. 

5.3. Limitations 

Even though the study is interesting, it is important to know what it can't do.  One major 

problem is the small size of the group, which is fine for this study but might not fully show 

the range of students in different schools and places.  Future study should think about using 

bigger and more different datasets to make the results more useful[57].  Also, problems with 

the quality of the data, like uneven data entry or missing numbers, could make prediction 

models less accurate.  For improving model performance, it is important to use advanced data 

preparation methods and keep the quality of the data at its best.  The assumption of linear 

connections in some basic algorithms is another problem that makes it hard to fully understand 

the complexities of job forecasting[58].  To make forecasts more accurate, more study should 

be done on complex algorithms and mixed models that combine the best parts of different 

methods.  Lastly, the study looked at a lot of different variables, but there may be other 

important factors that affect job results that were not included in the dataset.  To get a fuller 
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picture of job forecasts, future studies should look at other factors like socioeconomic position, 

access to resources, and motivating factors. 

 

6. Conclusion 

This research looked at machine learning (ML) methods for predicting student careers and 

found the best ones.  These goals were best met by Neural Networks and Gradient Boosting 

Machines (GBM).  The study found indicated features such as behavioral traits, leisure 

activities, job experience, and school success.  ML in job prediction models gives us a way to 

use data to make career advice more accurate and dependable.  In the future, researchers may 

use bigger and more different information to make models more useful in real life.  Some of 

the things that can affect a person's career are their financial background, the resources they 

have access to, and their drive.  When used together, big data and advanced machine learning 

methods such as deep learning and ensemble models in educational data analytics can lead to 

interesting study topics.  Longitudinal effects of predictive model-based educational programs 

may also show how well they work in the long run.  This study makes educational technology 

and job planning better by showing that machine learning systems can guess how students will 

do in their careers.  By comparing ML models in depth and finding predictive features, this 

study lays the groundwork for more useful and personalized job guidance systems.  As more 

schools and lawmakers use data-driven methods, machine learning (ML) in career planning 

should help match students' skills with the right courses and the needs of the job market. This 

should boost students' success and happiness. 
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