Speech Enhancement using Discrete Wavelet Transform with Long Short-Term Memory Algorithm
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This work aims to propose an innovative approach for improving corrupted speech signals through signal processing. Many filtering techniques were used to achieve speech enhancement such as adaptive filtering, spectral subtraction, wiener filtering, and neural network algorithms such as CNN, RNN, LSTM, etc., The Proposed method concentrates in refining the quality of the nature and also intelligibility of the speech signals using Discrete Wavelet Transform and Long Short-Term Memory (DWT – LSTM) Algorithm. The DWT technique is employed as a feature extraction technique to decompose the noisy speech signal into various frequency components and denoising it. The Output of the DWT algorithm is given to the LSTM network as input and it is effectively trained to enhance the denoised signal. From the objective evaluation, it has been observed that the DWT- LSTM algorithm is more productive in achieving the clean speech signal and also provides the best outcomes for the noises that are stationary. This speech enhancement algorithm demonstrates excellent quality in objective measures, achieving a 30.6dB output SNR at a 15dB input noise level.
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1. Introduction

Speech enhancement systems are utilized for enhancing the clarity and fidelity of the audio signal that are corrupted by noise [1]. Speech corruption can occur due to real-world noises such as Train Noise, Restaurant Noise, Street Noise, Babble Noise, Car Noise, etc.. The audio signals quality and clarity can be significantly impacted by these noises. Numerous advanced algorithms have been devised, and intensive research has been ongoing for the last three decades [2,3]. Speech enhancement procedures are often categorized into filtering, spectral restoration, and speech model techniques. These algorithms are widely embraced.
due to their low complexity in both performance and computation, but they exhibit reduced effectiveness when faced with noise in actual environments [4]. Speech Enhancement involves in many applications where clean communication is important. Some of the main applications of speech enhancement are telecommunications, Entertainment, Healthcare and surveillance. The techniques in speech enhancement reduces the background noise, disturbance and interference by assuring a clean and clear communication in Phone calls, Video conferences and Voice-over-internet-protocol (VoIP) systems. Speech enhancement plays a crucial role in making effective communication, increasing productivity, and enhancing user experience over several domains. Due to the advancements in technology, a hybrid algorithm is proposed by combining a wavelet transform algorithm and a neural network-based algorithm [5].

Maximilian Strake and Bruno Defraene had introduced a speech enhancement using two-step access. The first step is Noise Suppression which was continued by Long Short-Term Memory (LSTM) and the second step is Speech Restoration which was again followed by Convolutional Neural Network (CNN) via Spectral Mapping. The obtained result for this proposed methodology achieved a PESQ score of 0.1 for non-stationary noise types, including intrusive speech. In their methodology, Strake and Defraene had noticed that their model was only able to produce the speech intelligibility only in low SNR conditions [6]. Senthamizh Selvi R, Sathish Kumar P, Sri Krishna R and Surya Rao S had performed analysis on enhancing the speech with the usage of different windows, transformation techniques and overlapping percentage. The different types of windows used in this research was Hanning, Blackmann, Hamming and cosh windows and the various signal processing techniques include Fast Fourier Transform (FFT) and the Discrete Cosine Transform (DCT). The highest SNR value obtained was 44.2409 dB and the overlapping percentage was 50% [7]. Michelle Gut irrez-Munoz and Marvin cotojimenez utilized a hybrid methodology that combines Deep learning and Wavelet Transformation Techniques. This experiment was taken to test whether the hybrid approach like Deep Learning and Wavelet Transformation combination was beneficiary for speech enhancement or not under several conditions. This method was mainly to select the parameters of Wavelet Transform and also to check over forty methods of training Deep Neural Networks (DNN). This work is done mainly to check whether the hybrid approach is beneficial in the future implementations [8]. Shruthi, Senthamizh Selvi.R and G.R.Suresh had proposed a work to deal with the issue that predicts the average intelligibility of signals that have been distorted and processed, which was then observed by a group of listeners without hearing impairments. But, This model can give a prediction only for a short-term and not form the long-term. The output of this model was obtained using a fundamental called Mean Square Error (MSE), Which evaluates the amplitude of the noise signal [9]. Vinay N A and Bharathi S H had worked under the design and development of algorithm for the Speech Recognition. Here, the researchers used a speech enhancement model known as Recurrent Neural Network (RNN). Due to issues encountered with the RNN, they proposed a new model called Bidirectional Long Short-Term Memory (BLSTM). In this work, they assessed the word error rate and measured the accuracy with Word based Confusion Matrix (WCM) [10]. Ming Liu had done a work by training and conducting comparative analysis on various Speech Enhancement methods. This study involved varying the number of parameters to assess their effectiveness. This work produced an efficient output which tells Long Short-Term Memory
LSTM) achieved the best result when compared with the other speech enhancement models such as Deep Neural Network (DNN), Convolutional Neural Network (CNN) and also Bidirectional Long Short Term Memory Model (BLSTM). The noise effects in the LSTM model had deducted from 31.23% to 25.89% on the Xiaomi Speaker test set [11]. Xiaofei Li and Radu Horaud had proposed a work relating to Multi-channel Speech Enhancement using Sub-band Long Short-Term Memory (LSTM) Network. The Sub-band Long Short Term memory (LSTM) Network generates the contrast between spatial features of noise and speech. Here the source of the speech taken was non-stationary and clear. Whereas, the source of the noise taken was stationary and less spatially co-related. This work had given a conclusion as that this method performs in the Deep Learning with Full-band method and also it is unsupervised [12].

To overcome the above discussed limitations in the related works, this paper have proposed a novel algorithm using Discrete Wavelet Transform (DWT) with the combination of Long Short-Term Memory (LSTM). This paper is organized as Introduction in Chapter-I, Proposed Methodology in Chapter-II, Results and discussion in Chapter-III and Conclusion in Chapter-IV.

2. MATERIALS AND METHODS

The audio is collected from different databases such as Timit speech corpus, Aurora database and Noisex-92 database and sent as the input. For any Speech Enhancement technique, Pre-Processing plays a main role and must carry on in the first step in the process. So, input is sent to the Pre-Processor block to down-sample by a factor of 2. Pre-Processing must be done before starting any of the Speech Enhancement techniques. Later, the data is sent to the DWT algorithm block, where the denoised signal is obtained. That denoised signal is given as the input for the other algorithm LSTM, where the enhanced speech signal is obtained. The complete process of this algorithm is shown in fig 1.
Fig. 1. Schematic representation of proposed speech enhancement using DWT-LSTM algorithm

A. AUDIO INPUT

Audio recordings are collected from diverse sources like Timid speech corpus, Aurora database, Noisex-92 database, which includes different levels and types of background noise, reverberation, and speech patterns.

B. PRE-PROCESSING

The first step of any speech enhancement method would be pre-processing. Data cleaning in this process differs from dataset to dataset. It segments the audio data into smaller frames and extract relevant features, and plot it in a graph as spectrograms, to represent the audio signals.

C. DWT

After the pre-processing operation the signal gets transferred to the next block called as DWT. A discrete wavelet transform (DWT) is a technique that breaks down a input signal into multiple sets. These sets consist of time series coefficients that provides the insights of signal evolution in corresponding frequency band. The original signal is a sum of
these wavelets. Coefficients are grouped into packages called sub-bands. Each sub-band collects coefficients resulting from band-pass filtering followed by a sub-sampling. Discrete Wavelet Transform (DWT) is used in many applications such as science, engineering, mathematics and computer science[13]. It is highly notable in the usage of Signal coding, for the representation of a discrete signal by compressing the data. Discrete Wavelet Transform (DWT) block gets the signal and extract the features called as wavelet co-efficients [14]. They carry the information of the weight, which contributes a wavelet basis to the function. DWT decomposes the signal into different scales which capture the both time and frequency information[ 15,16].

When performing a DWT signal decomposition, the coefficients are obtained by filtering the signal with low- pass (Lo) and high- pass (Hi) filters, and then down-sampling it by a factor 2. The two co-efficients are Approximation (A) and Detail (D) co-efficients.

The basic formulation to find the Approximation and Detail co-efficients are;

\[ A[n] = (s*Lo)[n]\downarrow 2 \]
\[ D[n] = (s*Hi)[n] \downarrow 2 \]

Where:

s is the noisy speech signal

\[ A[n] = \text{Approximation coefficients}, \ D[n] = \text{Detail coefficients}, \ 2 \text{ represents down sampling by a factor of 2} \]

The main goal of selecting DWT algorithm is to extract the main features which are needed for the further process. Here, in our approach the features taken for extraction is wavelet coefficients [17].

Thus, the Wavelet co-efficients are extracted from this DWT algorithm and obtained as the output of DWT. And this output obtained from DWT will be transferred as the inputs to the next block, LSTM Network.

D. LSTM NETWORK

The main objective in choosing Long Short-Term Memory (LSTM) is because it is an extended version of RNN. LSTM, which is a type of Recurrent Neural Network (RNN), that deals with the vanishing gradient problem in Recurrent Neural Networks (RNN) [18]. Vanishing Gradient problem is an occurrence which occurs when the Deep Neural Network (DNN) gets trained. Because, the gradients which are used to get updated in the network becomes very small or it completely gets vanished. So, LSTM is a solution for not facing this vanishing gradient problem. LSTM process the entire sequence of data instead of individual data points which are done in the traditional Recurrent Neural Networks (RNNs). LSTM is also mainly for the long-term dependencies, which were also not able to process in the traditional Recurrent Neural Networks (RNNs). LSTM can also make predictions based on the datasets that are trained [19].

The output attained from DWT process is given as the input for this LSTM Network block. Firstly, this LSTM Network should be trained by the datasets taken. LSTM Architecture mainly have three gates. Which are Forget Gate, Input or Store Gate and the Output Gate.

In the LSTM Network, the first step is the Forget gate. The function of the forget gate, which
is used to check if the information achieved from the previous time stamp is to remember or to forget. The activation function in this gate is Sigmoid function, which has the output values as either “0” or “1”. If the value obtained from the forget gate equation is “0”, then it tells the network to forget the previous information and if the value obtained is “1”, then it tells the network to remember the information. The formula to evaluate the forget gate is;

\[ f_t = \sigma(Y_t^*W_i + H_{t-1}^*W_f) \]  

(1)

Where, \( Y_t \) represents the input given to current timestamp, \( W_i \) denotes the weight which is linked with input, \( H_{t-1} \) signifies the hidden state from the previous timestamp, and \( W_f \) stands for the matrix of weight that is connected with the state that is hidden.

The second gate is known as Store gate. Its purpose is modifying the data based on new information received. The activation function used in this gate is the hyperbolic tangent (tanh) function, which constrains the new information value to be within the range of -1 to 1. If \( N_t \) has a negative value, the input gate will perform subtraction on the cell state using the data. If \( N_t \) has a positive value, then the input gate adds or updates the data in the cell state. The formula for the input or the store gate is;

\[ i_t = \sigma(Y_t^*W_i + H_{t-1}^*W_{ih}) \]  

(2)

\( Y_t \) represents the input at time \( t \), \( W_i \) signifies the weight matrix corresponding to the input, \( H_{t-1} \) denotes the hidden state from the previous timestamp, and \( W_{ih} \) represents the weight matrix incorporating both the input and the hidden state. The formula for obtaining new information is

\[ N_t = \tanh(Y_t^*W_c + H_{t-1}^*W_s) \]  

(3)

After attaining the new information, the formula for updating or adding the cell state is;

\[ C_t = f_t^*C_{t-1} + i_t^*N_t \]  

(4)

\( C_{t-1} \) represents the state of the cell at the present timestamp and the values that are left are which we have computed before.

The third and the last gate in the LSTM Network in a LSTM unit is said to be an Output gate. The purpose of the output gate is to transfer the updated data from the input gate to the output. The function that provides activation for the Output gate is the Sigmoid function, where the values of the output are either “0” or “1”.

\[ O_t = \sigma(X_t^*U_o + H_{t-1}^*W_o) \]  

(5)

To compute the present hidden state;

\[ H_t = O_t^*\tanh(C_t) \]  

(6)

The state which is hidden is determined by a combination of the long-term memory (\( C_t \)) and the current output to obtain the result of present timestamp, apply SoftMax activation function to the hidden layer, \( H_t \).
\[ \text{Output} = \text{Softmax}(H_t) \] \hspace{1cm} (7)

The value with the topmost result in the output, is the prediction done by the LSTM Network.

E. AUDIO OUTPUT

The output is obtained from the LSTM Network. LSTM Network gets trained and takes the input to produce the enhanced speech signal.

F. PERFORMANCE EVALUATION

After the enhanced output is attained from the LSTM block, subjective and objective analysis is been carried out for the evaluation of the enhanced signal of the speech. Subjective analysis is performed by making the listener listen if the obtained speech signal is clear or noise is reduced when compared to the original noise speech signal.

Objective analysis is to compute by the values obtained. The objective analysis carried out here is Signal to Noise Ratio (SNR). Signal to Noise Ratio (SNR) is expressed as the proportion of the power of a signal obtained to the power of the background noise present in the speech signal. The unit of SNR is decibels (dB).

The formula to compute SNR is;

\[ \text{SNR}(dB) = 10 \log_{10} \left( \frac{P_s}{P_n} \right) \] \hspace{1cm} (8)

Where;

- \( P_s \) is the power of the signal
- \( P_n \) is the noise of the signal

The signal’s power is computed by taking the averaging the square of its amplitude values of the signal over a specified time period or frequency range. The formula of power of the signal (Ps) is;

\[ P_s = N \sum_{n=1}^{N} |x(n)|^2 \] \hspace{1cm} (9)

The amplitude of the signal at time index \( n \) is represented by \( x(n) \), and \( N \) denotes the total number of samples in the signal.

The power of the noise is similarly computed by taking the average of the squared amplitude values of the noise over the same time period or frequency range. The formula for the power of the noise (Pnoise) is;

\[ P_n = N \sum_{n=1}^{N} |\text{noise}(n)|^2 \] \hspace{1cm} (10)

Where noise(n) is the amplitude of the noise at time index n, and the total number of samples in the noise signal is represented by N. Higher SNR values indicate a higher quality signal with less interference from noise [20].

3. RESULTS AND DISCUSSION

The TIMIT corpus and Aurora database of read speech is anticipated in supplying the speech
data for acoustic-phonetic studies [21]. It is also intended for the evolution and estimation of the systems which are automatic in speech recognition. TIMIT involves the recordings of broadband with 630 number of speakers in eight major dialects of American English, each reading ten phonetically rich sentences. The TIMIT corpus transcriptions have been hand verified. The degraded signals are collected from many types of noises at different SNRs that ranges from 5dB to 15dB [22]. The Full process is done in MATLAB R2023a. It is a simulation software in which the Audio toolbox and Deep learning toolbox is utilized to achieve Enhanced Speech. The waveform for Noisy audio and Denoised audio which is visualized in Fig.1. and Fig.7.

Fig.2. (a) Waveform and Spectrogram of Noisy speech (Babble Noise with SNR 5dB) (b) Waveform and Spectrogram of Denoised speech (Babble Noise with SNR 5dB) (c) Waveform of Difference Between Noisy and Denoised speech.
Fig. 3. (a) Waveform and Spectrogram of Noisy speech (Babble Noise with SNR 10dB) (b) Waveform and Spectrogram of Denoised speech (Babble Noise with SNR 10dB) (c) Waveform of Difference Between Noisy and Denoised speech.

Fig. 4. (a) Waveform and Spectrogram of Noisy speech (Babble Noise with SNR 15dB) (b) Waveform and Spectrogram of Denoised speech (Babble Noise with SNR 15dB) (c) Waveform of Difference Between Noisy and Denoised speech.
Fig. 5. (a) Waveform and Spectrogram of Noisy speech (Street Noise with SNR 5 dB) (b) Waveform and Spectrogram of Denoised speech (Street Noise with SNR 5 dB) (c) Waveform of Difference Between Noisy and Denoised speech.
Fig. 6. (a) Waveform and Spectrogram of Noisy speech (Street Noise with SNR 10dB) (b) Waveform and Spectrogram of Denoised speech (Street Noise with SNR 10dB) (c) Waveform of Difference Between Noisy and Denoised speech.
The waveform obtained from the denoised speech serves as the progressed signal of the discrete wavelet transform algorithm. The denoised signal signifies the depletion of the noisy part existed in the signal. The denoised signal is further given as input to LSTM Network. The LSTM Network is trained and then the enhanced speech signal is obtained. The waveform for Enhanced speech obtained from LSTM network which is visualized in Fig.8 and Fig.9.
Table 2: Objective evaluation of DWT-LSTM Model at different noise levels

<table>
<thead>
<tr>
<th>NOISE TYPE</th>
<th>INPUT SNR (dB)</th>
<th>DWT</th>
<th>LSTM</th>
<th>DWT-LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train Noise</td>
<td>5</td>
<td>15.56</td>
<td>14.34</td>
<td>18.50</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>17.87</td>
<td>16.78</td>
<td>22.33</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>19.90</td>
<td>19.43</td>
<td>27.86</td>
</tr>
<tr>
<td>Restaurant Noise</td>
<td>5</td>
<td>16.67</td>
<td>15.67</td>
<td>17.56</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>18.34</td>
<td>18.32</td>
<td>24.69</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>19.87</td>
<td>19.30</td>
<td>28.78</td>
</tr>
<tr>
<td>Babble Noise</td>
<td>5</td>
<td>17.65</td>
<td>13.43</td>
<td>16.43</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>18.54</td>
<td>14.98</td>
<td>23.39</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>20.00</td>
<td>16.40</td>
<td>26.50</td>
</tr>
<tr>
<td>Street Noise</td>
<td>5</td>
<td>17.98</td>
<td>15.77</td>
<td>20.21</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>18.02</td>
<td>18.43</td>
<td>24.65</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>19.43</td>
<td>20.21</td>
<td><strong>30.46</strong></td>
</tr>
</tbody>
</table>

Thus, the system which is developed achieves a good performance of different SNR levels at different noises. Using DWT- LSTM, the output SNR obtained is 30.46 dB for street noise with 15 dB noise.

4. CONCLUSION

This work proposed an innovative approach for improving corrupted speech signals through signal processing. Many filtering techniques were used to achieve Speech Enhancement such as adaptive filtering, spectral subtraction, wiener filtering, and neural network algorithms such as CNN, RNN, LSTM, etc., Our experimental results shows that the proposed Speech Enhancement system using DWT-LSTM outperforms the existing algorithms in terms of output, 30.6 dB for the street noise of SNR 15 dB, also with waveform and spectrogram respresentation respectively.
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