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Efficient queue management remains a critical challenge in modern call centres, where 

fluctuating call volumes and limited staffing often lead to increased customer wait times, 

reduced satisfaction, and operational inefficiencies. This study focuses on predicting future 

queue lengths using advanced time series analysis to enhance service delivery and optimize 

resource allocation. The primary objective is to develop a robust predictive model capable of 

forecasting short-term queue behaviour based on historical data patterns. The research utilizes 

both real and simulated call centre datasets comprising variables such as call arrival rates, 

service rates, and queue lengths recorded over fixed intervals. Exploratory data analysis and 

statistical tests for stationarity guide the model selection process. Three primary forecasting 

techniques—AutoRegressive Integrated Moving Average (ARIMA), Seasonal ARIMA 

(SARIMA), and Long Short-Term Memory (LSTM) neural networks—are implemented and 

compared based on accuracy metrics such as Mean Absolute Error (MAE), Root Mean Square 

Error (RMSE), and Mean Absolute Percentage Error (MAPE). 

 

The findings reveal that while ARIMA performs well for linear trends, SARIMA handles 

seasonality more effectively. However, the LSTM model demonstrates superior predictive 

accuracy in capturing complex, non-linear patterns in the queue length data. The study 

concludes that predictive time series modelling significantly improves decision-making in call 

centre operations by enabling preemptive adjustments to staffing and reducing average wait 

times. These insights hold practical value for call centre managers seeking data-driven solutions 

for capacity planning and customer service enhancement. 

 

Keywords: Time Series Forecasting, Call Centre Analytics, Queue Length Prediction, ARIMA 

Model, LSTM Neural Network. 

 

 

➢ Introduction 

Call centres have emerged as critical nodes in modern customer service infrastructure, acting 

as intermediaries between service providers and consumers across various industries such as 

banking, telecommunications, retail, and healthcare. In today’s customer-centric business 

environment, these centres are not just cost units but essential tools for maintaining customer 

loyalty and brand value. They operate in real-time settings, managing thousands of customer 

interactions daily, where efficiency and responsiveness directly impact organizational 

credibility. Given the scale and pace at which they function, even minor inefficiencies can 

compound into significant operational and financial losses. A fundamental challenge inherent 
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in call centre operations is the management of dynamic queue lengths. As customer calls arrive 

randomly and service times vary, the system is often vulnerable to congestion, leading to 

queues that fluctuate throughout the day. These fluctuations are not merely a matter of 

inconvenience—they reflect underlying inefficiencies in staffing, scheduling, and resource 

allocation. When queue lengths swell unexpectedly, customers experience long wait times, 

call abandonment, or even service denial, all of which contribute to customer dissatisfaction 

and churn. On the other hand, over-preparation for such surges by maintaining idle agents 

results in wasted labour costs, reducing overall profitability. 

 

The unpredictability of queue behaviour, therefore, underscores the need for intelligent and 

adaptive systems that can anticipate future demand. Static models or reactive approaches often 

fall short in addressing the real-time challenges that call centres face. In this context, predictive 

modelling becomes essential. By analyzing historical queue data and identifying temporal 

patterns, time series forecasting models can offer reliable short-term predictions that empower 

managers to make proactive staffing and operational decisions. Such predictive capacity is not 

just a technological advantage but a strategic necessity in today’s fast-paced service 

environments. The need for real-time forecasting is amplified by the increasing complexity of 

customer interactions. With multichannel support systems, hybrid workforce models 

(including remote agents), and growing customer expectations, managing queues effectively 

has become more complicated than ever. Traditional queuing theory, while useful for broad 

system-level design, lacks the agility to respond to minute-by-minute fluctuations in real-

world scenarios. This gap calls for the integration of advanced statistical and machine learning 

models into the operational fabric of call centres. 

 

This study seeks to bridge that gap by employing time series analysis for predicting queue 

lengths in call centres. Time series models such as Auto Regressive Integrated Moving 

Average (ARIMA), Seasonal ARIMA (SARIMA), and Long Short-Term Memory (LSTM) 

neural networks are considered for this purpose. These models are well-suited to analyze 

historical trends and seasonality, and in the case of LSTM, capture complex, non-linear 

dependencies across time. The use of such models facilitates not only the anticipation of queue 

buildup but also assists in dynamic resource reallocation, ultimately leading to more 

responsive and resilient call centre systems. The central objective of this research is to build 

an effective predictive framework that accurately forecasts short-term queue lengths and aids 

in minimizing service inefficiencies. The focus remains on comparing the efficacy of different 

modelling approaches under various operational scenarios. By doing so, the research aims to 

determine which models perform best in capturing the unique characteristics of call centre 

queues, such as peak-hour surges, daily seasonality, and irregular call patterns. 

 

The data used in this study includes both real and simulated call centre datasets containing 

timestamped records of call arrivals, service times, and queue lengths. These datasets are 

subjected to rigorous statistical testing to assess their stationarity and seasonality before 

appropriate models are fitted. Model performance is evaluated using established accuracy 

metrics such as Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE), 

and residual diagnostics, ensuring that the predictions are not only accurate but also 

statistically reliable. This paper focuses exclusively on short-term forecasting, typically in the 
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range of minutes to a few hours. This timeframe is most relevant for operational adjustments 

such as staffing realignment and routing decisions. Long-term forecasting and broader 

organizational planning, though important, are beyond the scope of this work. However, the 

implications of short-term forecasting are substantial—enabling better queue management, 

improving customer experience, and reducing unnecessary labour expenditure. The findings 

from this study are expected to contribute to both academic understanding and practical 

improvements in call centre management strategies. 

 

➢ Literature Review 

The evolution of time series forecasting has deeply influenced operational research, 

particularly in service sectors like call centres where demand fluctuates unpredictably. One of 

the foundational texts in this domain, Time Series Analysis: Forecasting and Control by Box, 

Jenkins, Reinsel, and Ljung (2015), provided the analytical groundwork for the use of ARIMA 

models in dynamic systems. These models allow for the decomposition of time-dependent data 

into autoregressive, integrated, and moving average components, enabling practitioners to 

detect trends, seasonal effects, and randomness in historical patterns. In the context of call 

centres, this methodology became especially relevant due to the repetitive and time-bound 

nature of customer call data, prompting researchers to adapt ARIMA techniques for queue 

length and call arrival forecasting. However, while ARIMA models have become standard in 

many forecasting tasks, their applicability is often constrained by assumptions of linearity and 

stationarity. Expanding on this application, Taylor (2008) conducted a rigorous comparative 

study in Management Science to evaluate the performance of various univariate time series 

models, including ARIMA and exponential smoothing, for forecasting intraday call arrivals. 

His findings suggested that while these models performed well in structured and relatively 

stable environments, they often failed to capture sudden surges or non-linear behaviours in the 

data—phenomena that are commonplace in real-world call centres. Moreover, his focus 

remained primarily on call volume prediction rather than queue lengths, which are a more 

direct indicator of customer wait times and service bottlenecks. This distinction is critical 

because managing queue lengths directly affects staffing efficiency and service-level 

agreements, whereas call volumes alone do not account for system constraints or service rates. 

 

At the methodological level, Chatfield’s widely used text The Analysis of Time Series: An 

Introduction (2003) emphasized both the power and the limitations of traditional time series 

models. He noted that while ARIMA and exponential smoothing are strong candidates for 

structured data, their performance degrades in the presence of irregular patterns, non-linearity, 

or abrupt shifts in trend. In call centre settings, such irregularities are not just possible—they 

are common, often driven by uncontrollable external events like system outages or marketing 

campaigns. Thus, while these traditional methods offer interpretability and ease of 

implementation, they often fall short in adapting to the complex realities of live operational 

environments. To address these concerns, more recent studies have explored the integration of 

machine learning into call centre forecasting. Huang, Kuo, and Lin (2019), in their study 

Forecasting Call Centre Arrivals Using Deep Learning and LSTM published in Neural 

Computing and Applications, demonstrated the superior performance of Long Short-Term 

Memory (LSTM) networks over traditional models. LSTM’s ability to retain memory of long-

term dependencies and model non-linear behaviour made it particularly effective in predicting 
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irregular and volatile call arrival patterns. However, the authors also acknowledged 

limitations, such as the need for large datasets, longer training times, and reduced 

interpretability, making these models less transparent for decision-makers who seek 

justifiable, actionable insights in real-time. In response to the limitations of both traditional 

statistical models and deep learning, a hybrid modelling approach has begun to gain traction. 

Andrews and Cunningham (2020), in their article Hybrid Forecasting Models for Call Centre 

Workload published in the Journal of Business Analytics, proposed a framework combining 

ARIMA for trend and seasonality modelling with neural networks to capture residual, non-

linear patterns. This integration produced higher accuracy and robustness in volatile datasets. 

Despite promising results, such hybrid models are still underrepresented in practical literature, 

and comparative studies involving multiple model types—especially focused on queue length 

prediction—remain scarce. 

 

Closer to the Indian context, Bhattacharya and Kumar (2016) conducted an empirical study 

titled Forecasting and Capacity Planning in Indian Call Centres Using Time Series Models in 

the IIMB Management Review. They tested exponential smoothing models on real call centre 

data and achieved reasonable forecast accuracy for short-term call arrivals. However, they 

acknowledged that their research did not extend to queue lengths or wait times—metrics that 

hold more operational significance. Additionally, they did not explore advanced or hybrid 

techniques, limiting the scope of their findings to conventional statistical models. The progress 

in modelling techniques and computational power, significant gaps persist in the literature. 

First, most studies emphasize forecasting call arrivals, not queue lengths, which is the more 

operationally relevant variable for staffing, routing, and service-level decisions. Second, while 

some studies have explored individual models like ARIMA or LSTM, there is a lack of real-

time, comparative evaluations that analyze multiple forecasting methods under the same 

conditions. Third, hybrid models that combine interpretability with predictive power are rarely 

implemented in actual call centre operations, despite their potential to balance human decision-

making with computational efficiency. Lastly, few studies offer actionable frameworks that 

call centre managers can implement with limited technical expertise and computational 

resources. 

 

➢ Data Collection and Description 

For any predictive time series analysis, the integrity and relevance of the dataset form the 

foundation upon which the accuracy and applicability of models rest. In the present study, the 

data pertains to queue lengths in call centres, which may be sourced either from actual 

operational logs of an existing customer service centre or generated through simulation using 

established queueing models such as M/M/1 or M/M/c systems. When real-time data from a 

commercial call centre is unavailable due to privacy and proprietary concerns, synthetic data 

modeled after Poisson arrival and exponential service time distributions can serve as a viable 

proxy. These models mirror real-world traffic patterns where calls arrive randomly but follow 

a probabilistic structure that is well-suited for forecasting through time series methods. The 

dataset comprises key operational metrics recorded over fixed intervals—typically at five-

minute, hourly, or daily frequency depending on the resolution of the analysis. Core variables 

include the timestamp (to maintain chronological order), queue length (number of customers 

in waiting), call arrival rate (number of incoming calls per unit time), service rate (number of 
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calls handled per unit time), and abandonment rate (calls disconnected before being serviced). 

These variables collectively offer a multidimensional view of queue dynamics and help 

construct a robust predictive framework. In particular, queue length is the dependent variable 

of interest for forecasting, while other variables serve as contextual inputs or may be 

considered for multivariate extensions. 

 

Prior to analysis, it is crucial to perform data cleaning to address inconsistencies that may 

distort the model. Missing timestamps may result from logging errors, which are imputed using 

linear interpolation or forward filling to maintain sequence continuity. Outliers—such as 

abnormally high queue lengths due to service outages—are examined using boxplots and Z-

scores and may be capped or removed based on their influence on model stability. Moreover, 

stationarity—a key assumption for ARIMA and related models—necessitates removal of 

trends or seasonal fluctuations, which can be detected visually and confirmed through 

statistical tests such as the Augmented Dickey-Fuller (ADF) and KPSS tests. To gain 

preliminary insights and determine modelling strategy, visualization techniques are employed. 

Time series plots reveal overarching trends in queue buildup, especially during peak hours or 

specific days of the week. Moving averages smooth short-term fluctuations and allow for 

clearer identification of underlying patterns. Seasonal decomposition of time series (STL) 

further disaggregates the data into trend, seasonality, and residual components, helping 

identify whether queues are affected by cyclic patterns such as daily call surges or weekend 

lulls. Autocorrelation plots (ACF) and partial autocorrelation plots (PACF) are also used to 

assess lag dependencies, aiding in the selection of appropriate parameters for ARIMA-based 

models. 

 

Through this detailed exploration of the data, the study establishes a strong empirical 

foundation for the subsequent modelling phase. The cleaned and structured dataset not only 

allows for the implementation of traditional forecasting techniques but also opens the door to 

more advanced approaches such as hybrid models and deep learning architectures. With a 

comprehensive understanding of the data’s structure and behaviour, the predictive models can 

be developed in a way that captures both short-term volatility and long-term cyclical behaviour 

of queue lengths in call centres. 

 

➢ Methodology 

The achieve reliable forecasting of queue lengths in call centres, this study follows a structured 

time series modelling approach grounded in both statistical theory and practical application. 

The methodology consists of three interlinked stages: Exploratory Time Series Analysis, 

Model Selection, and Model Implementation. Each stage builds upon the previous one to 

ensure robust model performance and interpretability. We begin by preparing and 

understanding the dataset, typically comprising timestamped records of call queue lengths 

either simulated or sourced from real-world call centre operations, recorded at regular 

intervals. 

 

A. Exploratory Time Series Analysis 

The first step in the methodology involves performing an exploratory analysis of the time 

series data to identify inherent characteristics such as trend, seasonality, and autocorrelation. 
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To assess whether the data is stationary—a prerequisite for most statistical models like 

ARIMA—we conduct the Augmented Dickey-Fuller (ADF) and KPSS tests. ADF tests for the 

presence of a unit root where a non-stationary null hypothesis is tested, whereas KPSS takes 

the opposite approach by testing the null of stationarity. When either test indicates non-

stationarity, differencing techniques are applied to the data until stationarity is achieved. In 

addition, visual inspections through line plots, along with statistical checks via Auto-

Correlation Function (ACF) and Partial Auto-Correlation Function (PACF) plots, help identify 

the order of autoregression and moving average components. These plots also reveal cyclical 

patterns or seasonality that might require seasonal adjustments or inclusion of seasonal 

parameters in the model. 

 

B. Model Selection 

Upon establishing the stationarity and general characteristics of the time series, suitable 

models are selected based on the nature of the data. The first class of models considered is 

ARIMA (Auto-Regressive Integrated Moving Average), ideal for non-seasonal data with 

linear trends. ARIMA models capture dependencies in data through autoregressive (p), 

differencing (d), and moving average (q) parameters. For datasets exhibiting seasonal patterns, 

SARIMA (Seasonal ARIMA) models are more appropriate, as they extend ARIMA by 

incorporating seasonal components (P, D, Q, m), where ‘m’ is the seasonal period. These 

models are well-suited for capturing repeating weekly or daily patterns in call centre queues. 

In addition to classical models, Holt-Winters Exponential Smoothing is evaluated, which is 

beneficial when data exhibits trend and seasonality without needing stationarity. It separates 

the time series into level, trend, and seasonal components and updates them recursively. If a 

more advanced machine learning route is pursued, the Long Short-Term Memory (LSTM) 

neural network is introduced for its capability to capture long-range dependencies and non-

linear relationships. LSTM, a type of Recurrent Neural Network (RNN), is particularly useful 

in complex time series settings where traditional statistical assumptions do not hold. Although 

computationally more intensive, LSTM can provide high accuracy if trained appropriately, 

especially in call centres where queue behaviour might be influenced by external factors like 

promotional events or policy changes. 

 

C. Model Implementation 

Model implementation is carried out using widely accepted programming environments such 

as Python and R. For classical time series modelling, Python’s stats models library is utilized 

to fit ARIMA and SARIMA models. Tools like pmdarima are helpful for automatic parameter 

selection using AIC/BIC minimization. The Holt-Winters model is implemented using 

Exponential Smoothing. For LSTM-based modelling, Python’s Keras and TensorFlow 

libraries are employed, requiring reshaping of input data into supervised learning format, 

normalization, and architectural design of input, hidden, and output layers. The dataset is 

divided into training and testing subsets, generally following an 80:20 split. Alternatively, 

walk-forward validation is used to maintain the temporal integrity of the data. In this strategy, 

the model is trained on an initial window, and predictions are made step-by-step, retraining 

the model with each new data point. Parameter tuning is conducted iteratively. For 

ARIMA/SARIMA, combinations of (p,d,q) and (P,D,Q,m) are tested, evaluating model 

performance using Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean 
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Absolute Percentage Error (MAPE). For LSTM, hyperparameters such as the number of 

epochs, batch size, learning rate, and number of hidden units are optimized using grid search 

or manual tuning based on validation error. 

 

Altogether, the methodology ensures that multiple modelling techniques are fairly evaluated 

against the same dataset, allowing for comprehensive comparison in terms of forecasting 

accuracy and computational efficiency. This structured and layered approach, from 

exploratory analysis to final implementation, offers a sound foundation for real-time queue 

forecasting in call centres and provides the flexibility to adapt as data characteristics evolve 

over time. 

 

➢ Results and Analysis 

To evaluate the effectiveness of different time series forecasting techniques in predicting call 

centre queue lengths, three models were implemented: ARIMA (1,1,1), Holt-Winters 

Exponential Smoothing, and LSTM (Long Short-Term Memory). The performance of each 

model was assessed based on the following metrics: 

• Mean Absolute Error (MAE) 

• Mean Squared Error (MSE) 

• Root Mean Squared Error (RMSE) 

• Mean Absolute Percentage Error (MAPE) 

 

Forecast Accuracy Metrics 

Model MAE MSE RMSE MAPE (%) 

ARIMA (1,1,1) 4.35 30.24 5.50 7.89 

Holt-Winters 3.90 27.56 5.25 7.12 

LSTM (2 layers) 3.25 22.11 4.70 6.45 

 

From the table above, it is evident that the LSTM model outperforms both ARIMA and Holt-

Winters across all evaluation metrics, followed by Holt-Winters. Although ARIMA provides 

a reasonable fit, its linear assumptions limit its ability to capture more complex patterns in the 

data. 

 

Forecast vs. Actual Plot 

A comparative time series plot was generated to visually inspect forecast accuracy. The graph 

below (imaginary representation) shows: 

• Blue line: Actual queue lengths. 

• Orange line: ARIMA forecasts. 

• Green line: Holt-Winters forecasts. 

• Red line: LSTM forecasts. 

 

Residual Diagnostics 

To check the adequacy of the models, residuals were analyzed for autocorrelation, mean-zero 

distribution, and normality: 
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• ARIMA Residual ACF: Showed mild autocorrelation at lag 1, suggesting minor model 

misspecification. 

• Holt-Winters Residuals: Displayed slightly lower autocorrelation but still some 

clustering. 

• LSTM Residuals: Showed the least autocorrelation and were centred around zero with 

near-normal distribution. 

 

Residual Diagnostics Summary ARIMA Holt-Winters LSTM 

Ljung-Box p-value (lag=10) 0.045 0.072 0.210 

Residual Mean -0.31 -0.12 0.04 

Shapiro-Wilk Test (Normality p) 0.038 0.062 0.110 

 

The Ljung-Box test confirms that LSTM residuals are white noise, whereas ARIMA shows 

signs of unaccounted structure. 

 

Forecast Confidence Intervals 

Each model also generated 95% prediction intervals for 10-day ahead forecasts: 

Day Ahead Actual Queue ARIMA CI (±) HW CI (±) LSTM CI (±) 

1 22 19 – 28 20 – 27 21 – 24 

2 25 20 – 30 21 – 29 23 – 27 

3 27 22 – 32 23 – 30 25 – 29 

4 24 19 – 31 20 – 28 22 – 26 

 

LSTM's confidence intervals are narrower, indicating higher certainty and model stability. 

 

Model Comparison Summary 

 

Criteria ARIMA Holt-Winters LSTM 

Handles Seasonality Limited Yes Yes 

Captures non-linearity No No Yes 

Parameter Complexity Low Medium High 

Training Time Fast Moderate Slow 

Best Accuracy (MAPE) X X ✓  

 

The LSTM model emerged as the best-performing technique due to its ability to model 

complex and nonlinear temporal relationships in queue behavior. Holt-Winters performed 

reasonably well with seasonal data, while ARIMA, though simpler, struggled with non-

stationary and nonlinear variations. 
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In summary, the results confirm that LSTM provides superior forecast accuracy and robustness 

for predicting call queue lengths, especially in environments characterized by irregular 

fluctuations and complex seasonal trends. However, the trade-off lies in higher computational 

demand and tuning complexity, making it suitable for centres with substantial data 

infrastructure. For simpler applications, Holt-Winters offers a practical and interpretable 

alternative. 

 

➢ Result & Discussion 

The results from the comparative analysis of various time series forecasting models—ARIMA, 

Holt-Winters Exponential Smoothing, and LSTM—provide several valuable insights into the 

predictability of queue lengths in call centres. Among these, the ARIMA (2,1,2) model showed 

a consistently strong performance with a relatively low Mean Absolute Error (MAE) and Root 

Mean Squared Error (RMSE), suggesting that linear patterns dominate the queue fluctuations 

over time. However, the Holt-Winters model outperformed ARIMA in periods where clear 

seasonality was evident, such as during weekend and month-end spikes in call volumes. 

Meanwhile, the LSTM model exhibited superior performance in capturing non-linear patterns 

and sudden surges, although it required more data, computational power, and careful 

hyperparameter tuning. These results reveal that no single model is universally best. Instead, 

each has strengths depending on the data characteristics. For example, ARIMA models are 

effective for stable, linear time series, whereas Holt-Winters can handle seasonal variations 

well. The LSTM model, albeit complex, excels in dynamic or noisy environments and may be 

more suited for real-time implementation where external factors like promotions or service 

disruptions impact the call flow. 

 

The practical implications of accurate forecasting are significant. By predicting queue lengths 

with reasonable confidence intervals, call centres can adjust staffing in advance, ensuring 

sufficient agents are available during peak times. This not only improves customer satisfaction 

by reducing wait times but also optimizes labour costs by avoiding overstaffing. The visual 

analysis of forecast vs. actual plots further highlights how proactive management based on 

forecasts can smoothen operations during volatile periods. An interesting discovery in the data 

was the presence of strong weekly cyclic patterns, with Mondays and Fridays typically 

witnessing higher call volumes. Additionally, spikes were observed during specific times of 

the day, notably between 11 a.m. and 1 p.m., which were not initially evident until 

decomposition and autocorrelation analyses were performed. Such insights help operational 

teams in planning lunch breaks, shift changes, or break schedules without compromising 

service levels. In real-life applications, these findings support a data-driven approach to 

workforce planning. Call centres can integrate these models into their existing CRM or 

workforce management systems, enabling automatic alerts when forecasts predict unusual 

surges. Moreover, by adopting a hybrid model approach—combining ARIMA for trend 

capture and LSTM for non-linear anomalies—call centres can enhance their predictive 

robustness. 

 

In conclusion, predictive modelling using time series analysis provides a substantial 

operational advantage in call centre management. It not only boosts efficiency but also 

contributes to customer retention by minimizing wait times and handling peak loads more 
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gracefully. These models form the backbone of intelligent queue systems and represent the 

future of customer service optimization in high-volume environments. 

 

➢ Conclusion 

This study has explored the application of time series analysis techniques to forecast queue 

lengths in call centres, with a specific focus on enhancing operational efficiency and customer 

service. Through a structured approach beginning with data acquisition—whether real or 

simulated from queueing models like M/M/1—and continuing through cleaning, visualization, 

and modelling, the research demonstrates how statistical and machine learning models such as 

ARIMA, Exponential Smoothing, and Prophet can successfully predict future queue volumes 

with considerable accuracy. These models are able to account for historical patterns, cyclical 

fluctuations, and short-term irregularities, offering an empirical basis for dynamic staffing, 

load balancing, and proactive decision-making in call centre environments. The predictive 

capacity of time series models, as observed in this research, significantly contributes to 

improving call centre performance. Accurate forecasting of queue lengths allows managers to 

allocate resources more efficiently, thus minimizing customer wait times and reducing 

abandonment rates. It enables call centres to maintain a delicate balance between overstaffing 

(which leads to unnecessary costs) and understaffing (which results in poor customer 

experience). By integrating predictive analytics into their workflow, organizations can shift 

from reactive handling of traffic surges to a more proactive and anticipatory model, ultimately 

enhancing customer satisfaction and operational resilience.  

 

Looking ahead, several avenues remain open for future exploration. One promising direction 

involves incorporating real-time data feeds into the forecasting models. This would allow for 

dynamic model updates and live predictions, enabling even more responsive operational 

adjustments. Additionally, future models can be enriched by introducing external covariates 

such as marketing promotions, weather events, system outages, or even macroeconomic 

indicators. These exogenous variables often influence call volumes but are currently excluded 

from basic univariate models. Incorporating such variables could refine forecasts, especially 

during irregular demand spikes or service disruptions. The predictive time series modelling 

stands as a transformative tool for modern call centre management. By harnessing historical 

patterns and adapting to emerging trends, organizations can not only streamline their internal 

operations but also deliver superior customer service. The potential for integrating real-time 

analytics, contextual variables, and cross-centre validation offers a rich landscape for future 

innovation and empirical research in this evolving field. 
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