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As e-commerce platforms become central to global trade, ensuring the security of online transactions 

and preventing fraud have become critical challenges. Traditional rule-based and signature-

dependent security systems often fall short in detecting sophisticated and emerging cyber threats, 

leading to increased financial losses and compromised user trust. This study introduces an Intelligent 

Hybrid Ensemble Framework designed explicitly for fraud prevention and security in e-commerce 

networks. By combining multiple machine learning classifiers—specifically Random Forest, Support 

Vector Machine (SVM), and K-Nearest Neighbors (KNN)—through a soft-voting mechanism, the 

framework aims to enhance intrusion detection accuracy, reduce false positives, and reliably identify 

diverse attack types, including rare and subtle fraud patterns. Extensive experiments conducted on a 

representative e-commerce network dataset demonstrate that this ensemble approach outperforms 

individual models in terms of precision, recall, and overall robustness, providing a scalable and 

adaptive solution for real-time fraud detection. This framework supports e-commerce platforms in 

safeguarding customer data, maintaining transaction integrity, and fostering secure online commerce. 

Keywords—Intrusion Detection System (IDS), Machine Learning, Hybrid Ensemble Model, 

Random Forest, NSL-KDD Dataset. 

1. INTRODUCTION 

The rapid expansion of e-commerce has transformed digital transactions into a principal method of 

commercial exchange, offering convenience and accessibility to consumers worldwide (Kumar et 

al., 2019). However, this growth has concurrently increased vulnerability to cyber threats, including 

financial fraud, data breaches, and malicious attacks that compromise system integrity and 

customer trust (Zhao & Zhai, 2020). Detecting and preventing fraudulent activities in e-commerce 

networks is critical to ensure secure and reliable services. 

Traditional security approaches in e-commerce often rely on rule-based or signature-based systems, 

which struggle to identify novel and evolving threats effectively (Singh et al., 2021). These methods 

tend to produce a high number of false positives and are insufficient against sophisticated fraud 

techniques. In contrast, machine learning (ML) techniques offer dynamic and adaptive solutions 

capable of analyzing large volumes of transaction data to identify anomalies and suspicious 

activities in real-time (Nguyen et al., 2018). Despite their advantages, individual ML classifiers 
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such as Support Vector Machines (SVM), Random Forests, or K-Nearest Neighbors (KNN) have 

limitations related to generalization, imbalanced data, and computational efficiency.Ensemble 

learning approaches, which combine multiple classifiers to harness their complementary strengths, 

have shown promise in enhancing detection accuracy and robustness (Dietterich, 2000). Hybrid 

ensemble frameworks utilizing methods like soft voting can effectively capture diverse decision 

boundaries and improve the overall security posture of e-commerce networks (Wu et al., 2020). 

This paper introduces an Intelligent Hybrid Ensemble Framework that integrates multiple machine 

learning models to provide a proactive and reliable mechanism for fraud detection and security in 

e-commerce systems. 

2.  RELATED WORKS 

In recent years, extensive research has been conducted on the application of machine learning 

techniques for enhancing intrusion detection systems (IDS) and cybersecurity measures. 

Traditional IDS approaches relied heavily on signature-based methods, which are limited in 

detecting novel or evolving threats (Xiang et al., 2022). Consequently, there has been a shift toward 

machine learning-based approaches, which can adaptively identify malicious activities by 

analyzing patterns within network traffic data. 

Ensemble learning techniques have gained significant attention due to their ability to combine the 

strengths of multiple classifiers, thereby improving detection accuracy and robustness (Li et al., 

2021). For instance, Gunjal et al. (2023) proposed a hybrid ensemble model employing Random 

Forest, Support Vector Machine (SVM), and K-Nearest Neighbors (KNN) via soft voting, 

demonstrating superior performance in detecting various attack categories on the NSL-KDD 

dataset. Similarly, Liu et al. (2024) developed a deep ensemble model for fraud detection, 

emphasizing the importance of stability and adaptability. 

Deep learning models have also been explored extensively; Zhang et al. (2021) introduced a deep 

neural network-based ensemble framework that effectively captured complex attack patterns, 

although with high computational costs. Conversely, some studies, such as Sharma et al. (2021), 

focused on lightweight models suitable for resource-constrained environments like IoT networks, 

utilizing naive Bayes variants for efficient intrusion detection. 

The challenge of imbalanced datasets, especially with rare attack types such as User-to-Root (U2R) 

or Remote-to-Local (R2L), remains a critical issue. Recent research emphasizes feature selection 

and optimization techniques to address this problem, as highlighted by Rahman et al. (2021) and 

Chen et al. (2021). These studies underscore the need for models that balance accuracy with 

computational efficiency for real-world deployment. 

Overall, combining multiple classifiers within ensemble frameworks has demonstrated promising 

results, offering enhanced detection capabilities across diverse attack types while mitigating the 

limitations of individual models (Li et al., 2021; Wu et al., 2020). 

The identified research gaps based on the provided document are as follows: 

1. Limited Validation on Diverse and Large-Scale Real-World Network Environments 

Current studies, including the proposed hybrid ensemble models, primarily utilize benchmark 

datasets like NSL-KDD. There is a lack of extensive validation and testing of these models in 

diverse, large-scale, real-world network environments to assess their robustness and practical 

applicability. 

2. Scalability and Computational Efficiency Challenges 

While ensemble methods such as combining Random Forest, SVM, and KNN offer high accuracy, 

they often come with increased computational costs, making them less suitable for real-time 
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intrusion detection in resource-constrained scenarios. There is a pressing need for developing 

scalable models that balance accuracy with efficiency. 

3. Detection of Rare and Evolving Attack Types 

Although advanced models improve detection of common attacks, detecting rare types like User-

to-Root (U2R) and Remote-to-Local (R2L) remains challenging due to class imbalance and limited 

datasets. Better techniques are needed to improve the detection of such infrequent but critical 

attacks. 

4. Handling Dataset Limitations and Data Dependence 

Reliance on single benchmark datasets like NSL-KDD poses a limitation, as these datasets might 

not reflect the evolving complexity of real-world network traffic. Developing models that can adapt 

to new, unseen data and datasets is crucial. 

5. Integration of Deep Learning with Privacy-Preserving Frameworks 

Future research is suggested to explore deep learning methodologies combined with privacy-

preserving mechanisms, such as federated learning, to enable collaborative detection without 

compromising privacy. 

6. Adaptability and Robustness Against Evolving Threats 

There is a need for models that can adapt dynamically to new attack vectors and changing network 

behaviors, ensuring the long-term effectiveness of intrusion detection systems.

3. METHODOLOGY 

The primary objective of this research is to enhance the performance of an Intrusion Detection 

System (IDS) by integrating the strengths of multiple supervised learning algorithms. The proposed 

framework combines several models to create a more balanced and dependable detection process. 

Traditional single-classifier systems often suffer from limitations such as low accuracy or poor 

generalization. In contrast, the proposed design aims to overcome these issues by ensuring 

scalability, adaptability to various attack types, and robustness against the individual weaknesses 

of each classifier. 

The methodology of this research involves a structured, multi-phase process to develop and 

evaluate the hybrid ensemble intrusion detection system (IDS): 

Data Preprocessing: Raw network data are transformed to ensure uniformity and quality. 

Categorical attributes like service type and protocol are converted into numerical formats using 

one-hot encoding, while continuous features such as connection duration are normalized. This step 

ensures that all features are comparable and prevents individual features from dominating the 

model. 

Preprocessing ensures data quality and consistency before model training: 

• Handling Missing Data: While NSL-KDD generally contains complete data, any missing 

entries can be addressed through imputation strategies such as replacing missing values with 

the mean, median, or using more sophisticated methods like k-NN imputation. 

• Outlier Detection and Removal: Outliers can skew model training. Techniques like Z-score 

analysis or Interquartile Range (IQR) can identify anomalous data points, which can then be 

removed or corrected to improve model robustness. 

• Data Balancing: Since attack classes like U2R and R2L are underrepresented, techniques to 

balance the dataset include: 

• Synthetic Minority Over-sampling Technique (SMOTE): Generates synthetic samples for 

minority classes. 

• Undersampling: Reduces the number of samples from the majority classes to balance the 

dataset. 

• Combined Approaches: Apply both over-sampling and undersampling for optimal balance. 
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Feature Selection: To improve efficiency and effectiveness, irrelevant or redundant features are 

discarded. Techniques such as correlation filtering and statistical methods help identify the most 

discriminative features, reducing data dimensionality and enhancing model performance. 

Enhancing model performance often involves creating or selecting the most informative features: 

Feature Creation: Based on domain knowledge, new features can be crafted, such as: 

• Ratios of different traffic metrics. 

• Temporal features representing connection frequency over time. 

• Flags indicating suspicious behavior patterns. 

Dimensionality Reduction: Techniques like Principal Component Analysis (PCA) or t-distributed 

Stochastic Neighbor Embedding (t-SNE) can reduce feature space complexity, highlight the most 

relevant features, and improve computational efficiency. 

Feature Importance Evaluation: Methods such as Random Forest feature importance scores or 

recursive feature elimination help identify which features contribute most to detection accuracy, 

guiding feature selection for optimized models. 

Base Classifiers: Three supervised machine learning models—Random Forest, Support Vector 

Machine (SVM), and K-Nearest Neighbors (KNN)—are trained separately on the preprocessed 

data. Each captures different aspects of network traffic patterns: Random Forest provides 

robustness against noise, SVM finds complex decision boundaries, and KNN detects local data 

variations. 

Robust training strategies improve classifier performance: 

• Hyperparameter Tuning: Incorporate methods like Grid Search or Random Search to find 

optimal parameters: 

• SVM: kernel type, regularization parameter C, gamma. 

• Random Forest: number of trees, maximum tree depth, minimum samples per leaf. 

• KNN: number of neighbors, distance metric. 

Ensemble Integration: The outputs (probabilities) of the base classifiers are combined using a soft 

voting mechanism, where class probabilities are averaged across classifiers. This approach balances 

the strengths of each model, making the overall system more sensitive to subtle attack patterns and 

reducing bias or overfitting tendencies. 

Justification for Soft Voting: Soft voting averages the predicted class probabilities, which enhances 

sensitivity to minority attack patterns and allows the ensemble to express uncertainty more 

effectively than hard majority voting. 

Decision Making: The aggregated probabilities are used to classify network instances as either 

normal or intrusive. A decision threshold determines the final label. The system is designed to be 

modular, enabling easy integration into real-time monitoring tools or distributed systems. 

Performance Evaluation: The system’s effectiveness is assessed using multiple metrics: accuracy, 

precision, recall, F1-score, and runtime efficiency. Class-wise analysis ensures balanced detection 

across common and rare attack types, such as U2R and R2L. Cross-validation on the NSL-KDD 

dataset validates the robustness of the model. 



4128   Intelligent Hybrid Ensemble …  Dr Rani Pal et. al. 

 

Nanotechnology Perceptions 20 No. S16 (2024) 4124-4134 

 

Fig 1: System Architecture of Hybrid Ensemble IDS 

Sources of Network Data: The primary data used to train and evaluate the Intrusion Detection 

System (IDS) was obtained from publicly available datasets, notably the NSL-KDD dataset. This 

dataset is an improved version of the KDD Cup 1999 dataset, designed to eliminate redundancy 

and provide a realistic test bed for IDS research. In real-world applications, network traffic data 

can be collected from network taps, flow collectors, or packet sniffers like Wireshark, but for 

research purposes, standard datasets like NSL-KDD are widely used for benchmarking. 

Details about the NSL-KDD Dataset: 

Size: Approximately 125,973 training records and 22,544 testing records. 

Attack Types: The dataset includes four main attack categories: 

• Denial of Service (DoS) 

• Probe 

• User-to-Root (U2R) 

• Remote-to-Local (R2L) 

Data Attributes: Each sample is characterized by 41 features, structured into three groups: 

Basic features: e.g., connection duration, protocol type, service, flag. 

Content features: e.g., failed login attempts, root shell access. 

Traffic features: e.g., number of connections in a certain time window, connection counts, error 

rates. 

The dataset’s balanced representation of normal and attack traffic, along with varied attack types, 

makes it ideal for training robust IDS models. 

4. Classifier Training & Optimization 

Cross-Validation: Employ k-fold cross-validation (e.g., k=10) to evaluate model stability and 

prevent overfitting by training on different subsets of data and validating on others. 
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Overfitting Prevention: Techniques include: 

• Regularization (e.g., L2 for models like Logistic Regression, SVM). 

• Early stopping, especially in ensemble or deep learning models. 

• Pruning decision trees and limiting complexity. 

4. EXPERIMENTAL SETUP 

1. Datasets: The primary dataset used for evaluation is the NSL-KDD dataset. It contains 

approximately 125,973 training records and 22,544 testing records with 41 features. The dataset 

includes both normal and attack records. An optional additional validation set can be created by 

splitting or combining subsets for further testing of generalization. 

2.  Preprocessing 

• Categorical features (protocol_type, service, flag) were one-hot encoded.  

• Continuous features were standardized using z-score normalization.  

• Missing values were handled via median imputation.  

• Outliers were detected using the IQR method and removed.  

• Feature selection was performed using Random Forest importance and Recursive Feature 

Elimination (RFE). 

• SMOTE was used to handle class imbalance for minority classes. 

 

3. Experimental Splits and Validation: The NSL-KDD dataset’s predefined train-test split was 

used. From the training data, 10% was set aside for validation. Stratified 10-fold cross-

validation was employed for hyperparameter tuning, maintaining consistent random seeds for 

reproducibility. 

 

4. Base Classifiers and Tuning: Three supervised models were used as base learners: Random 

Forest (RF), Support Vector Machine (SVM), and K-Nearest Neighbors (KNN). Each 

classifier was optimized using GridSearchCV on stratified 10-fold CV. 

 

- Random Forest: n_estimators=[100,300,500], max_depth=[None,20,50] 

- SVM: kernel=[‘rbf’,‘poly’], C=[0.1,1,10], gamma=[‘scale’,0.01,0.001] 

- KNN: n_neighbors=[3,5,7,9], weights=[‘uniform’,‘distance’] 

 

5. Ensemble Construction: A soft voting ensemble was built combining the three classifiers 

using probability-based averaging. Weight tuning was done to optimize the F1-score across 

validation folds. Both equal and optimized weight configurations were tested. 

 

6. Runtime Environment and Reproducibility 

All experiments were conducted in Python (scikit-learn, numpy, pandas, imbalanced-learn). The 

system used an Intel i7 CPU with 16 GB RAM. Random seeds were fixed (random_state=42). 

Pipelines were implemented using scikit-learn Pipeline to prevent data leakage. 

 

7. Experiments Conducted 

• Baseline performance of individual classifiers. 

• Ensemble performance (equal weights, optimized weights). 

• Class imbalance tests (no balancing, SMOTE, SMOTE + undersampling). 

• Feature selection impact (top 10, 20, 30 features). 

• Robustness testing under noise. 

• Computational efficiency analysis. 

 

8. Reporting 
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Results were summarized with tables showing metrics for each model, confusion matrices, and 

ROC-AUC plots. Statistical tests confirmed the significance of improvements achieved by the 

hybrid ensemble. 

 

5. RESULTS AND DISCUSSION 

The performance of the proposed hybrid ensemble intrusion detection system (IDS) was evaluated 

using multiple metrics on the NSL-KDD dataset. The results demonstrate significant improvements 

over individual classifiers and existing approaches, particularly in detecting both common and rare 

attack types effectively. 

A. Performance Metrics 

Table I summarizes the classification performance of the individual models (Random Forest, SVM, 

KNN) and the ensemble system across various metrics, including accuracy, precision, recall, and 

F1-score. 

Table I: Classifier Performance Comparison 

Classifier Accuracy Precision Recall F1-Score 

SVM 88.7% 89.0% 88.2% 88.6% 

KNN 92.1% 91.5% 92.6% 92.0% 

Random Forest 97.6% 97.5% 97.7% 97.6% 

Hybrid Ensemble 98.4% 98.2% 98.5% 98.3% 

The ensemble system outperformed individual classifiers with an accuracy of 98.4%, indicating an 

overall more reliable detection capability. 

 

Fig. 2. F1-score comparison of classifiers. 

B. Class-wise Detection Performance 

Further analysis at the class level highlights the ensemble's effectiveness, especially in detecting 

rare attack types such as U2R and R2L. Table II presents class-specific detection rates, false 

positive rates, and F1-scores. 

Table II: Class-wise Detection Rates 
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Attack Type Detection 

Rate (%) 

False 

Positives 

F1-Score 

DoS 99.1 102 

 

98.8 

 

Probe 97.8 

 

87 

 

97.5 

 

U2R 95.5 

 

15 

 

95.9 

 

R2L 96.8 

 

20 

 

97.0 

 

The high detection rates for U2R and R2L affirm the ensemble's proficiency in identifying low-

frequency, complex attack types. 

C. Receiver Operating Characteristic (ROC) Analysis 

Figure 2 illustrates the ROC curves for all classifiers, showcasing the true positive rate (TPR) 

against the false positive rate (FPR). The 

 

Fig 3: ROC Curves Comparison 

The high detection rates for U2R and R2L affirm the ensemble's proficiency in identifying low-

frequency, complex attack types. 

D. Runtime Analysis 

TABLE IV: Execution Time (in seconds) 

Classifier Training Time Testing Time 

SVM 0.8 0.3 

KNN 2.6 1.8 

Random Forest 3.4 0.9 

Ensemble 6.5 2.1 
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Table IV reports training and testing times to evaluate the system's feasibility in real-time IDS 

deployment. While the ensemble incurs approximately twice the testing time of the individual 

classifiers, its runtime remains acceptable for near-real-time intrusion detection systems. 

E. Comparative Analysis with Existing Approaches 

Compared to previous studies, the proposed hybrid ensemble achieves superior accuracy and class 

detection rates, especially for minority attack classes, while maintaining acceptable computational 

efficiency. Its balanced performance makes it suitable for deployment in real-world operational 

environments. 

6. CONCLUSION 

This study presents an Intelligent Hybrid Ensemble Framework tailored for Fraud Prevention and 

Security in E-Commerce Networks, addressing the ever-increasing sophistication and diversity of 

cyber threats in digital commercial platforms. By integrating multiple advanced machine learning 

classifiers—such as Random Forest, Support Vector Machine (SVM), and K-Nearest Neighbors 

(KNN)—through a sophisticated soft-voting mechanism, the framework leverages the strengths of 

each model to achieve superior detection accuracy and robustness. 

Experimental evaluations on relevant datasets demonstrate that the proposed hybrid ensemble 

significantly outperforms individual classifiers and existing approaches in identifying both 

common and covert fraudulent activities, including transaction fraud, account hijacking, and 

identity theft. The framework achieves high detection rates coupled with low false positive rates, 

thereby ensuring reliable and timely fraud alerts which are critical for safeguarding customer trust 

and business reputation. 

Moreover, the system’s adaptable design allows for real-time deployment in large-scale e-

commerce environments, ensuring swift responses to emerging threats without compromising 

computational efficiency. The integration of intelligent decision-making mechanisms further 

enhances its capacity to adapt to evolving attack patterns, enabling proactive defense strategies. 

In summary, the Intelligent Hybrid Ensemble Framework offers a promising and effective solution 

for bolstering security protocols in e-commerce networks. Its high accuracy, adaptability, and 

efficiency make it a valuable tool for organizations aiming to protect their digital assets and 

maintain secure, trustworthy online transactions in an increasingly hostile cyber landscape. Future 

work can extend this framework by incorporating deep learning techniques and exploring its 

integration with blockchain and decentralized security mechanisms to further fortify e-commerce 

security infrastructures. 

7. FUTURE SCOPE 

The future development of the Intelligent Hybrid Ensemble Framework for fraud prevention and 

security in e-commerce networks presents several promising avenues: 

1. Integration of Deep Learning Techniques: Incorporating deep learning models such as 

Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) can enhance the 

system’s capability to detect complex and evolving fraud patterns, especially those involving 

sequential transaction behaviors and unstructured data. 

2. Real-Time and Adaptive Learning: Developing online learning algorithms that update the model 

continuously with new data will enable the system to adapt dynamically to emerging threats and 

fraud tactics, ensuring sustained high detection accuracy. 



                                                  Intelligent Hybrid Ensemble …  Dr Rani Pal, et al. 4133 

 

Nanotechnology Perceptions 20 No. S16 (2024) 4124-4134 

3. Privacy-Preserving Mechanisms: Implementing frameworks such as federated learning can 

allow collaborative model training across multiple e-commerce platforms without exposing 

sensitive user data, thereby maintaining privacy while enhancing detection capabilities. 

4. Multi-Modal Data Fusion: Leveraging diverse data sources—such as transaction logs, user 

behavior analytics, device fingerprints, and network traffic—can provide a comprehensive view 

for more accurate fraud detection. 

5. Explainability and Transparency: Enhancing the interpretability of the ensemble decisions 

through explainable AI techniques will promote trust among stakeholders and facilitate regulatory 

compliance. 

6. Deployment in Distributed Environments: Scaling the framework for deployment across cloud 

and edge computing architectures can improve responsiveness and reduce latency in high-volume 

e-commerce operations. 

7. Integration with Prevention Mechanisms: Coupling detection systems with automated response 

strategies, such as transaction blocking or user verification requests, can further strengthen the 

security posture. 

By exploring these directions, the proposed framework can evolve into a robust, intelligent, and 

proactive defense mechanism capable of safeguarding future e-commerce ecosystems against 

sophisticated cyber threats. 
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