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Real-time image capture using Internet of Things (IoT) cameras plays an important part in data 

collection for security and public safety applications. However, relying primarily on visual data 

limits the opportunity to gain a deeper understanding of human behavior, which may be an 

additional component in detecting possible crises. The integration of emotion recognition modules 

in a streaming video for real-time image capture is the main objective of this research. The goal is 

to detect and interpret human emotions in real-time to provide proactive warnings and information 

to improve situational awareness. The system analyzes facial expressions through captured images 

from streaming monitoring video to detect emotions in real time, thereby enhancing emergency 

sensing with an AI-driven system. The methodology uses machine learning for image classification 

and emotion detection. This is to detect emotional states based on facial expressions. Convolutional 

Neural Network (CNNs) architecture and structure was used to recognize and understand human 

emotions in real time. The model was trained and validated on publicly available facial emotion 

datasets, such as FER2013. Its performance was assessed using parameters such as accuracy, 

precision, and recall. The OpenCV tool was used to conduct real-time image processing and 

computer vision tasks while streaming protocols such as RTSP permitted network-based real-time 

video access. The results demonstrate that the system effectively recognizes a range of emotions 

when integrated into an IoT-based camera. The CNN algorithm integrated in image and emotion 

detection provides an acceptable performance in terms of human emotion detection capability. How 

do its potential to improve situational awareness in high-risk areas by providing timely alerts and 

notifications.  Integrating the emotion recognition model with IoT-based cameras shows significant 

promise in enhancing situational awareness. The system's ability to recognize emotions in real time 

can potentially improve security and public safety by triggering timely alerts and notifications. 

 

Keywords: Deep learning optimization, Convolutional Neural Network (CNN), Internet-of-

Things systems, Facial expression recognition (FER), real-time image detection. 

 

 
1. Introduction 

The use of emotion detection technology in monitoring cameras within a university 
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environment presents a unique opportunity to enhance campus safety and student well-being. 

Universities, such as Urdaneta City University in Pangasinan, Philippines, are dynamic places 

with a wide range of activities, making them ideal for testing advanced monitoring 

technologies. Generally, the common emergency crisis in a university setting includes health 

and medical issues such as injuries, sudden illnesses, and mental health crises in some cases.  

Safety concerns such as riots, assaults, and active shooter situations are also prevalent, 

especially in high-risk areas. Additionally, universities face environmental hazards like fires, 

extreme weather, and earthquakes. Infrastructure failures, including power outages, gas leaks, 

and technical data breaches, pose serious risks, while social emergencies and incidents 

involving hazardous substances in science labs further complicate campus security. 

Early identification of emergencies is essential to ensure public safety and minimize damage. 

Rapid response enables emergency responders to act faster, potentially saving lives and 

reducing injuries. The immediate response of authorities related to this is crucial in saving 

lives. The ability to respond quickly and effectively is what makes emergency disaster 

recognition so important. The sooner an issue is detected, the sooner authorities can take steps 

to mitigate its impact. Issuing like issuing alerts when a suspect is seen loitering in a restricted 

area or triggering alarms when a suspicious person is roaming around. Furthermore, early 

detection enhances preparedness by allowing authorities to allocate resources first and initiate 

a response, ensuring rapid and effective response in the event of a crisis [1]. Timely public 

warnings also empower individuals to take necessary precautions and ensure their safety [2]. 

Traditional methods of Emergency Crisis Detection (ECD), such as human surveillance and 

manual alerts, have significant limitations in today’s complex environment. Human 

boundaries, like fatigue and gradual response times, can result in ignored or behind-schedule 

responses. These methods additionally face scalability problems, as manually tracking large 

amounts of information is not possible [3]. Furthermore, human analysis of raw data can be 

slow and error-prone, hindering early detection of warning signals [4]. Modern ECD 

technologies leverage sensor networks, social media analytics, and satellite imagery to 

overcome these challenges [5]. Sensor networks monitor environmental conditions and detect 

anomalies, while social media analytics use AI to analyze real-time data for trends and 

anomalies indicating potential threats [6]. Satellite imagery provides a broad view of large-

scale events. 

Artificial intelligence (AI) has revolutionized early disaster detection by enabling faster, more 

accurate, and larger-scale threat detection. AI algorithms deal with large volumes of facts 

quickly and correctly, addressing scalability problems. Techniques that include sentiment 

evaluation and natural language processing (NLP) can be applied to social media facts to 

identify sentiment signs related to potential emergencies [7]. Environmental sensors collect 

data on water levels, seismic activity, air quality, and other topics, which AI algorithms 

analyze to detect irregular changes [8]. Satellites offer a bird’s-eye view of large-scale events 

like wildfires, floods, or massive human displacement, with AI identifying patterns and 

changes indicating emergencies [9]. By integrating data from various sources, AI systems 

provide a comprehensive and accurate picture of potential threats, enhancing the reliability of 

early warnings [10]. 

Emotion Recognition (ER) technology can further enhance AI-powered ECD systems by 
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identifying emotional cues such as fear, anxiety, and anger from social media posts or faces 

[15]. This additional information aids in earlier and more accurate risk identification. Despite 

advancements in identifying basic emotions [11], challenges remain in emotion recognition 

technology, such as difficulty in identifying subtle emotions, cultural differences in expression 

[12], and the impact of age-related changes [13] or accessories like eyeglasses [14] on 

accuracy. Current systems perform best under controlled conditions with well-defined 

datasets, but future studies may improve accuracy by integrating text-based data from social 

media posts and audio analysis with facial expressions. 

The main objective of this study is to incorporate the emotion recognition resulting from 

visuals of IoT-based cameras. This study aims to investigate whether integrating emotion 

recognition with real-time video streams in IoT-based cameras provides acceptable emotion 

accuracy in uncontrolled environments. Further, this study aims to investigate whether 

emotion recognition combined with real-time video output from IoT-based cameras results in 

acceptable emotional detection accuracy in unregulated environments. It explores 

implementation strategies for emotion recognition modules in IoT-based cameras within a 

university setting, focusing on enhancing campus safety and student well-being. This approach 

aims to improve traditional monitoring systems by providing deeper insights into human 

behavior through indirect analysis of facial expressions. This research uses machine learning 

techniques, specifically convolutional neural networks (CNNs), to recognize and interpret 

human emotions. The system uses this algorithm to detect urgency based on facial emotion 

cues. In addition, the study uses publicly available datasets such as FER2013 to train and test 

the emotion detection algorithms. The CNN model performance is evaluated based on metrics 

such as accuracy, precision, and recall. The study will use RTSP and other related streaming 

protocols to capture real-time video over the Internet with OpenCV for real-time image 

processing tasks. This solution aims to improve the overall performance of the university 

security monitoring system to aid authorities in case of emergencies.  

 

2. Methods 

Presented in this part are the systems development methodology, and the experimental setup 

of the study. 

Systems Development Methodology 

The development of an AI-driven system for emotion recognition involved the combination 

of artificial intelligence modules and IoT-based cameras. The objective was to enable these 

cameras to detect and analyze human emotions in real-time video. This collaboration required 

the installation of hardware and software necessary to capture, process, and analyze video data 

in real-time. IoT-based cameras equipped with high-resolution sensors and internet 

connectivity have been deployed in strategic locations within a specific area inside the 

university campus. Fig. 1 presents the project methodology. 
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Fig.  1. Project Methodology 

Design and Integration. The first phase involves developing a system architecture that 

integrates emotion sensing and IoT-based cameras. This includes selecting appropriate IoT 

cameras equipped with high-resolution sensors and internet connectivity to enable real-time 

video streaming. Cameras are placed at strategic locations in the university to capture relevant 

data for analysis.  

Data Collection and Preprocessing. In this phase, the study will utilize publicly available data 

such as FER2013 to train the emotion recognition model. The collected images are pre-

processed, which includes scaling, normalization, and augmentation, to ensure that the model 

can recognize as many cases as possible. This phase is important to increase the robustness 

and validity of the model when deployed in a monitoring system. 

Model Development and Training.  This phase focuses on the development and training of the 

CNN model. From the FER2013 dataset, images are preprocessed for training and then trained 

for emotion classification. To ensure the learning process of the model, an assessment of its 

performance is performed using measures such as accuracy(1), precision (2), and recall (3).  

Model Implementation. Implementation is done by integrating the CNN model into the 

monitoring system. This is to test the model for real-time image capture and emotion 

classification. OpenCV is utilized for processing of the captured images.  The system uses 

streaming protocols such as Real-Time Streaming Protocol (RTSP) to provide seamless video 

transmission and real-time access to the Internet. 

Systems Performance Evaluation. This phase focuses on the evaluation of the system in 

detecting emotions from a real-time scenario. Evaluation focuses on the system’s ability to 

accurately detect faces and classify emotions.  Evaluating system performance in a controlled 

environment is the final step. The response time and the number of captured faces or frames 

are the focus of evaluation. 
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Experimental Setup 

Model development and training consists of identifying first the architecture of the CNN 

model. Then, the model is trained using the FER2013 dataset. Enhancement techniques on the 

images are used like rotation, flipping, and scaling increase the variety of training data. 

Emotion recognition is done using a convolutional Neural Network (CNN) technique in VGG-

16 architecture. Model accuracy, recall, and training accuracy are all evaluated using the 

TensorFlow framework. Hyperparameters such as the number of batches, and number of 

epochs are tuned to improve the performance of the models. 

The system architecture consists of deploying the Internet of Things (IoT) cameras in 

controlled locations to capture and transmit video. A central server, connected to a reliable 

network, collects data from the IoT device and transfers it to an application for preprocessing. 

An IoT camera collects and processes data in advance by continuously capturing video feeds. 

Faces are extracted from videos using OpenCV’s facial recognition algorithms. The captured 

facial photos are then processed normally, scaled to 48 by 48 pixels to comply with the image 

structure where the model was trained like the FER2013 dataset and turned to grayscale.  

 

3. Results 

This part presents the proposed emotion recognition model in VGG-16 architecture, the 

emotion recognition network structure, the model evaluation after the integration to real-time 

emotion recognition, and the proposed application of the developed ER module. 

The emotion recognition module 

This part discusses the structure of the emotion recognition module. This module comprises a 

VGG16 architecture trained in FER2013 dataset.  

Data Used. This study made use of the FER2013 dataset. A total of 28,709 grayscale images, 

each measuring 48 by 48 pixels, were utilized. The labels on the images represented seven 

different emotions: surprise, anger, disgust, fear, happiness, sadness, and neutrality. These data 

sets are valuable due to their vastness and diversity, which makes them perfect for building 

complex models applicable to real-world situations. The dataset composition used in this study 

is shown in Table I. 

Table 1. Dataset Composition For Training And Testing 
CLASSES TRAINING TESTING Total per Class 

Angry 3196 799 3995 

Disgust 349 87 436 

Fear 3278 819 4097 

Happy 5772 1443 7215 

Neutral 3972 993 4965 

Sad 3864 966 4830 

Surprise 2537 634 3171 

The 28,709 images were split for training and model testing. This dataset is split into training 

and testing sets, providing a robust foundation for training and evaluating deep learning 
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models. Dataset splitting follows eighty percent for training and the remaining 20% for testing 

or 22,967 images for training and 5,742 images for testing. 

Model Structure. The VGG16 Convolutional Neural Network (CNN) architecture is renowned 

for its ease of use and excellent picture classification results. The University of Oxford's Visual 

Geometry Group first presented the deep convolutional neural network architecture, or 

VGGNet, in a 2014 study [16]. It is noted for its simplicity and depth. It consists of 16 weight 

layers, including 13 convolutional layers and 3 fully connected layers. The convolutional 

layers utilize small 3x3 receptive fields, enabling the network to learn intricate patterns while 

maintaining computational efficiency [17]. The emotion recognition module is designed in 

VGG16 architecture. Fig. 2 presents the model architecture. This CNN model with all 

33,624,775 parameters successfully handled in the learning process, with a total memory 

footprint of 128.27 MB. The deployment of CNNs in real-world applications is often 

constrained by model size and run-time memory requirements [26]. Model size is a challenge 

as the millions of trainable parameters and network structure information need to be stored on 

disk and loaded into memory during inference, which can be a significant resource burden for 

embedded devices [26]. 

 

Fig.  2. The model architecture summary 
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Model performance in training and validation process. The VGG16 model for emotion 

detection was trained with the following specifications: categorical cross-entropy loss 

function, Adam optimizer, and a batch size of 64 with early quitting and learning rate reduction 

callbacks to block overfitting. The generalization capability of the model was enhanced by 

using data enhancement techniques such as rotation, zooming, and horizontal flipping. These 

techniques helped to identify the invariance of the model and made significant adjustments to 

the changes in the input images.  Fig. 3 presents the model performance over training in 100 

epochs. 

 

Fig. 3. Model performance during the training and testing process. 

The model achieved a training accuracy of 0.6533 or 65.33 percent and a validation accuracy 

of 0.6414 or 64.14 percent. These metrics demonstrate how well the model can classify 

emotions in the FER2013 dataset. The close values of training and validation accuracy indicate 

that they are a refined model that is not overfitting. The accuracy of 65.33% on the training 

set and 64.14% on the validation set is a performance that the CNN model was able to 

accurately identify emotions of images from the dataset and has an average performance in 

detecting facial images and classifying emotions. During training, some accuracy results 

reached 93% and 88% respectively, but with a validation result of 65%. It depicts overfitting 

during model training.  

The confusion matrix was another measure used in this study to assess how well the VGG 

model identified emotions. It is a useful tool for evaluating the performance of a classification 

model which provides a general overview of the prediction accuracy of the model across 

multiple classes [19, 20, 21]. Fig. 4 shows the performance of the model during the training 

and validation process in FER2013. 
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Fig. 4. VGG model prediction across seven (7 )emotion classes 

The confusion matrix was used to calculate performance indicators including accuracy, 

precision, recall, F1- score, which indicates the number of true positives, true negatives, false 

positives, and false negatives for each side [20, 22]. This graph displays how the model 

performs in determining emotions from the dataset.  As shown in Figure 4, the model’s 

performance in identifying and classifying seven (7) emotion categories in the FER2013 

dataset is illustrated. Table 2 presents the model performance in classifying emotions using 

accuracy, recall, and precision metrics. 

IoT-based emotion recognition network structure.  

Monitoring using IoT-based cameras with emotion recognition modules is divided into layers, 

each performing separate but complementary functions that ensure efficient and accurate 

monitoring. Fig. 5 presents the IoT-based emotion recognition network structure. 

 

Fig.  5. IoT-based emotion recognition network structure. 

The data acquisition phase is the foundation, with IoT-enabled cameras being strategically 

deployed in the monitored area. These cameras capture continuous video, providing the real-

time visual information needed for later use. The captured video data then passes through the 

data transmission layer, where it is securely and reliably transferred to a central server. This 

layer uses communication protocols such as HTTP and RTSP. Once at the server, the data 

enters the data preprocessing layer. Modern computer vision algorithms such as OpenCV are 

used to perform facial recognition and extraction from videos. Subsequently, the preprocessed 
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photos are loaded into a specific machine-learning model trained with CNN VGG-16 on the 

FER2013 dataset for emotion recognition. This model analyzes the facial features in the 

images and classifies the emotions, providing a probability distribution for each emotion class. 

The final step is to display the forecast in the user interface. A web browser built with Streamlit 

framework will serve as an interface for real-time visualization of observed emotions. 

System Evaluation 

The CNN model utilized in this study to recognize emotions had a moderate level of detection 

ability. F1-score, accuracy, precision, and recall, are examples of performance measures for 

machine learning models. The confusion matrix [21, 23, 24] serves as the foundation for the 

methodology for these metrics. The computations below are based on the values generated 

from the performance of the CNN model shown in Figure 4. The important metrics, such as 

accuracy, precision, and recall, were used in this study to assess the convolutional neural 

network (CNN) model's performance in emotion identification. 

Accuracy. The model's accuracy of 0.65 in this instance indicates that it accurately predicts 

emotions in 65% of the datasets. By comparison, considering the size of the dataset, this 

suggests that there is still improvement above random chance. Accuracy is computed as the 

sum of true positives and true negatives over the total number of predictions [21, 24]. Accuracy 

is computed as: 

 Accuracy  = (TP + TN) / SSamples (1) 

Here, (1) TP is the true positive, TN is the true negative, and SSamples as the total number of 

samples or summation of samples used in either training or testing [21, 24, 25]. 

Precision. The precision is 0.64, meaning that 64% of the time the model accurately predicts 

an emotion. In situations where false positives are a significant or troublesome feature, 

accuracy is crucial. The proportion of true positives among the predicted positives resulted in 

precision [24]. Precision is computed as: 

 Precision = TP / (TP + FP) (2) 

Here, (2) TP is the true positive, and FP is the false positive [21, 24, 25]. 

Recall. Recall measures the accuracy of the model to identify any issues associated with a 

particular emotion. To determine the model’s ability to identify all positive instances, a recall 

metric is used [21,24]. The CNN model utilized in this study has a recall value of 0.65 showing 

that the model can detect 65% of the real data. A high recall value to detect real emotions 

efficiently. This is an important factor when it is applied to detecting urgency or emergency 

crises. Recall is computed as: 

 Recall = TP / (TP + FN) (3) 

Here, (3) TP is the true positive, and FN is the false negative [21, 24, 25]. Table II presents 

the computation of the model performance across the seven (7) classes of emotion in the 

FER2013 dataset. 
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Table 2.Model Performance Across Seven (7) Classes Of The Fer2013 Dataset 
Class Accuracy Precision Recall 

Angry 0.4766 0.6234 0.5880 

Disgust 0.2890 0.4286 0.3539 

Fear 0.2907 0.5943 0.3646 

Happy 0.7292 0.8864 0.9072 

Sad 0.4810 0.5410 0.6263 

Surprise 0.4244 0.7970 0.8008 

Neutral 0.9108 0.6153 0.7341 

Real-time image capture performance. The real-time performance of the emotion recognition 

system is demonstrated through performance testing with an Internet of Things-based camera. 

This section discusses the CNN model's performance when integrated with real-time image 

capturing. The image was captured using a streaming platform specifically a web application 

where an IoT-based camera is accessed. TABLE III presents the specifications of the camera 

utilized in this study. 

Table 3. Camera Specifications 
Camera Specifications 

Resolution: 720p (1280 x 720 pixels) 

Aperture: f/2.0 (approximate) 

Video 

Recording: 

Supports 720p video recording at 30 

fps 

Integrated 

Microphone: 

Three-mic array with directional 

beamforming for improved voice 

capture 

The system captured and processed 157 frames in 30 seconds, at an average capture rate of 

5.07 frames per second (fps). Using this frame rate, the system can quickly extract and evaluate 

individual frames in the video input, allowing it to quickly detect emotion. Fig. 6 illustrates 

the real-time performance of the system. 

 

Fig.  6. Real-time capture performance of the system. 

The ability of the system to capture and process 157 frames in thirty (30) seconds, at an average 

frame rate of 5.07 or approximately five (50 frames per second (fps), highlights its 

effectiveness in processing video input for emotion recognition in a real-time manner. The 
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frame rate of a system is a crucial factor in determining its effectiveness in real-time 

applications that require timely analysis and response.  In some cases, these applications have 

strict end-to-end quality-of-service requirements, and the usage of real-time techniques can be 

beneficial. Recent research has highlighted the significance of frame rate in the context of 

augmented reality (AR) head-mounted displays (HMDs), where the rate at which AR objects 

are rendered and displayed is a key determinant of device energy consumption and user 

experience[27]. 

The system can quickly recognize emotions from video input by processing each frame at that 

speed, which improves response and makes it more suitable for situations that may arise. For 

example, in the context of security, the technology enables real-time detection of stress or 

suspicious behavior and allows for constant monitoring of individual moods.  

Proposed Application of ER Module in Emergency Monitoring System 

This study proposes integrating crisis detection with an emotion recognition system. Fig. 7 

shows the procedure for detecting a crisis in the form of a flow diagram. This process flowchart 

depicts the integration of an emotion recognition module into an IoT-based camera network 

to detect potential emergency crises.  

 

Fig.  7. Crisis detection process with integrated emotion recognition module 

At the beginning of the process, an IoT-based camera continuously captures video footage 

from its surroundings. Multiple faces in the frame are then detected in real time by processing 

these feeds with a face recognition system. To prepare images for analysis, the system uses an 

emotion recognition model trained as previously discussed. For this purpose, the emotion 
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recognition module was based on the VGG-16 architecture, which was trained on the 

FER2013 data set. Then, pre-processed images of this image are provided to classify emotions. 

The identified emotions are submitted for further analysis to look for patterns that may indicate 

anxiety, fear, or other emotions that often precede emergencies. 

The most important decision in the flowchart is to detect potential crises. Here, the system 

examines whether the analyzed emotions indicate a possible emergency. If no threat is 

detected, the system falls back to begin collecting a new video feed and processes it by 

recording data for logging and performance monitoring but, if a potential threat is detected, 

the system defaults channel Generate Alert is used. Finally, regardless of whether an alarm is 

triggered or not, the system records information about emotions, decisions, and known 

behaviors for future research and development. This provides information on the long-term 

performance of the model. The process is then completed, ready to be repeated from 

successive video frames to maintain stable attention and feedback. 

 

4. Discussion 

With a capability of 5.07 frames per second (fps), the device is ideal for situations that require 

real-time monitoring, such as public safety or checkpoints. This rate ensures that the system 

captures enough frames per second to provide a comprehensive and continuous understanding 

of the monitored environment while not missing important times that could signal an 

emergency. 

The average emotion detection time per cycle is 34.55 milliseconds (ms). This rapid 

identification rate demonstrates the efficacy of the convolutional neural network (CNN) model 

employed for emotion recognition. This speed performance assures timely emotion 

classification providing a guarantee that the system can detect and respond to possible threats 

quickly. The quick adaptation of the CNN model for image and emotion detection is useful 

for applications that require an immediate response, such as distress detection in crowded areas 

or security monitoring in complicated surroundings. 

As demonstrated by the findings, real-time emotion recognition with an IoT-based camera and 

a Convolutional Neural Network (CNN) model VGG-16 works successfully.  The system’s 

ability to sustain a high capture rate and fast processing time guarantees continuous and 

comprehensive environmental monitoring. This means it's ideal for uses like public safety, 

healthcare, and workplace safety where prompt detection and response to sensory signals are 

required. Balanced performance indicators including 0.65 recall, 0.64 accuracy, and 0.65 

precision are used to demonstrate the model's validity and dependability in identifying 

emotions. 

Considering the complexity of the task and the inherent complexities of the dataset (e.g., 

changes in facial expressions, occlusions, and low resolution), these results indicate that the 

model effectively learns and generalizes features relevant to emotion classification. The slight 

decrease in validation accuracy (0.6533 to 0.6414) indicates that the model maintains good 

generalization.  
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5. Conclusions 

This research demonstrates that real-time emotion recognition with an IoT-based camera and 

a Convolutional Neural Network (CNN) model VGG-16 works successfully.  A high capture 

rate and quick processing time are maintained by the system, ensuring ongoing and thorough 

monitoring. 

This study recommends improving the system performance through further optimization. This 

can be achieved by changing hyperparameters, testing to another set of datasets aside from 

FER2013, and applying other preprocessing algorithms to improve recognition accuracy while 

minimizing false positives. Furthermore, since a balanced dataset affects model performance, 

it is important to consider a balanced dataset before training and testing. Considering data 

imbalances by training CNNs and estimating hidden features can be a useful tool to understand 

and manage the vulnerabilities of models [18]. The limited set of features of the other emotion 

classes of the FER2013 dataset as reflected in the dataset information somehow makes the 

CNN model more susceptible to errors on minority class data. This study also recommends 

the use of IoT-based cameras with higher specifications that perform effectively in an open 

setting. To enhance its applicability to real-world applications, the system can be tested in 

other critical areas where there is a higher possibility of an emergency crisis.  
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