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Methods for analyzing harmful or benign packets are crucial for enhancing security systems. 

Current security methods can only detect the packets to a limited extent. A malware analysis 

architecture combining the features of the Controllers that may use any Machine Learning 

techniques that can be developed thanks to the pliability of Software-Defined Networking (SDN). 

In this research, we present a Secure SDN Architecture along with Machine Learning techniques, 

namely a Support Vector Machine-Dynamic Malware Analyzer (SVM-DMA) and Random 

Forest-Dynamic Malware Analyzer (RF-DMA) Controlled by a POX Controller. We use two 

machine learning techniques, including Support Vector Machine (SVM) and Random Forest, to 

achieve improved accuracy using a Confusion Matrix. SVM achieves a 96% detection accuracy 

on the chosen NSL-KDD dataset sub-features. The PACKET_IN event at the controller is used to 

analyze packet and flow behaviour by periodically retrieving flow data from the Open Flow 

switches. In the random forest, we observed all 41 attributes of the NSL-KDD dataset, and the 

features were bootstrapped by splitting them into a decision tree. An accuracy of 96.5 has been 

achieved by using this method.   
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1. Introduction 

There are several reasons to undertake dynamic malware analysis[1], but the main one is 

comprehending and reducing the risks associated with the dangerous software. Security 

experts may find and identify new malware strains by dynamically studying the behaviour of 

the infection. This involves locating patterns or signatures that intrusion detection systems[2] 

or antivirus software may employ to detect malware. The information gathered from internet 

traffic monitoring can help network managers deploy resources more wisely and with more 

knowledge [3]. The difficulty of classification in a traditional network traffic system is in the 
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coding; in a machine learning system, the difficulty is in the net suggestions that are gathered 

and the algorithm that is employed. 

The essential element of machine learning algorithms is their ability to learn. The 

development of this talent comes from consistent practice and advancement. Each type of 

network traffic is limited to specific statistical features of the network, such as packet length, 

duration, and transmission inter-arrival time. With the help of the provided training data set, 

the computer is able to identify this uniqueness in the network pattern. The structure of the 

gathered internet data is determined by machine learning. Differentiating between email 

clients, file transfers, video streaming services, and online browsers can be difficult.  

To control the rapid increase in network traffic and make effective use of network resources, 

a critical network management solution is required. Hardware for networking has to 

incorporate intelligence to make organization, optimization, maintenance, and administration 

easier. It is difficult to employ machine learning for device control due to the flexibility of 

the networking architecture. It is feasible to integrate intelligence into interface devices 

thanks to the SDN platform. Network resource organization, optimization, maintenance, and 

administration are hampered by the intricate structure of network information. One option is 

to give network devices intelligence. The control plane and the transmitted data are kept 

separate in SDN. The Open Flow protocol serves as the downstream interface between the 

controller and the devices. The controller may connect with network applications using the 

north bound interface [4]. The network dynamics of the topology[5] are recorded and sent to 

the controllers for decision-making and network device management. Data analytics and an 

adaptive control mechanism are offered to handle network dynamics and deliver appropriate 

control instructions. In the form of network status, such as connection failures or topological 

changes, the feedback mechanism provides network topology updates.  

There are three different topologies for wired network scenarios: tree-like topology, straight 

topology with the same controls as the host, and single switch with 'n' hosts. A custom 

topology can be built based on the demands of the user. The development of infrastructure, 

such as GPUs, data processing frameworks like Spark and Hadoop, and machine learning 

libraries like scikit-learn[6] and TensorFlow[7], has opened up the possibility of 

incorporating intelligence into networking gear.  

The system's core components are the controllers. The active network resource organization 

is made possible by this controller. It is possible to keep an eye on the devices because the 

controller features a global network view. The POX controller manages the data flow 

between the devices [8]. Flow rubrics are manipulated using the Open Flow. The devices 

linked to the controller and architecture interact with each other through the southbound 

interface. It is feasible to communicate with the northbound line. The POX controllers is 

utilized for topology management and distant monitoring[9]. The'mininet' tool[10], [11], [12] 

is used to construct the network topology. 'tcpdump' captures real-time (continuous) 

communication in the format of 'pcap' files. The 'netmate' flow generator is used to create the 

flow features. The labels are applied to the data that has been recorded. Different ML 

methods are used to make the prediction. 

Dynamic Malware Analysis has seen a surge in interest in machine learning (ML) 

approaches. The SVM, a member of the supervised class of machine learning, is among the 

most widely used ML techniques[13], [14]. SVM is a classification method shown to help 
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resolve various issues, including image processing, pattern identification, and cyber-security, 

notably in Dynamic Malware Analysis. An SVM is a type of neural network that resembles a 

perceptron and is best suited for binary pattern classification—more precisely, linearly 

separable patterns. This approach produces a classifier that can forecast whether a given 

network traffic will be normal or abnormal. To get the best learning and generalizing 

capacity, SVM looks for the optimal trade-off between model complexity and learning 

ability based on a small sample of data. Malware analysis may achieve greater detection 

accuracy with the use of the SVM approach, and as a result, this area of study is becoming 

increasingly important[15]. Support Vector Machines are beneficial in analyzing the packets 

in a Software-Defined Networking(SDN) environment[16], [17] to watch for malicious 

activities or policy infractions on the network. The Software-Defined Network - Dynamic 

Malware Analyzer (SVM-DMA) will notify the SDN controller whenever it detects 

suspicious activity or a policy violation. We approach NSL-KDD Dataset to perform the 

Dynamic Malware Analysis. The controller will then take one of two actions: if the analysis 

predicts the packet behaviour correctly during a PACKET_IN event, it logs the packet 

information; if it fails to analyze the behaviour of the packet that occurs during the analysis 

of flow statistics, it installs a rule in the affected switch to drop the packets of the abnormal 

flow. In the unlikely event that the analysis is unable to predict the behaviour correctly, the 

selective monitoring of SVM-DMA and flows during a PACKET_IN event allows for the 

execution of an IP traceback[18]. Furthermore, compared to recording every packet, 

selective IP packet logging will result in a considerable reduction in the amount of log 

records that must be kept up to date. 

Performing only SVM-DMA to analyze the malware is insufficient as we use limited data 

attributes for our work. One more method will be exact, (i.e) Dynamic Malware Analyzer 

using Random Forest method known as RF-DMA. In this method, we utilize all 41 features 

of the dataset[19]. As it is a Random forest technique, splitting the dataset into a decision 

tree is a mandatory task. This task is accomplished by the Bootstrapping technique[20], 

which splits into a decision to predict the behaviour of the packets by voting. An inventive 

way to improve network security is to use Random Forest for dynamic malware Analysis in 

combination with Software-Defined Networking (SDN). From the network traffic data that 

SDN controllers have acquired, dynamic characteristics are extracted. Features like packet 

header data, flow statistics (including flow length, packet count, and byte count), 

and communication patterns (such source-destination IP pairings and port numbers), are 

incorporated in before applying Bootstrapping method. 

We proposed a Support Vector Machine-Dynamic Malware Analyzer (SVM-DMA) and 

Random Forest-Dynamic Malware Analyzer (RF-DMA) to perform the Dynamic Malware 

Analysis. We utilized the features of POX Controllers installed along with the Mininet tool. 

Regarding the dataset, we approached NSL-KDD for both of the methods in which the 

former utilized 8 attributes of 41 and all the attributes are utilized in the later one. 

Further the 8 attributes became successful and produced good results in SVM-DMA and by 

the concept of bootstrapping and by splitting into Decision tree the RF-DMA drafted good 

results. 

The overall work deals with Section 2, the literature survey; Section 3 elaborates on the 

proposed methodologies, where Section 4 discusses the experimental outcomes, with 
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performance measured in terms of Accuracy, Precision, Recall, and F-Score and finally 

Section 5 concludes with a discussion of the approaches' success and their potential 

application in the future.  

 

2. Related Works 

An important design choice that impacts a range of network problems, such as latency, 

resilience, energy efficiency, load balancing, and others, is where the controller(s) are placed 

inside the SDN control plane. In this study,[21] offered a comprehensive analysis of the 

controller placement problem (CPP) in SDN. Additionally, they discussed and emphasized 

the significance of the CPP in SDN. We introduce the conventional CPP formulation 

together with the corresponding system model. We also discuss several alternatives for CPP 

modelling and associatedindicators. 

Because SDN is growing so rapidly, online malware developers are taking full advantage of 

this by creating new types of malwares and spreading them through several channels to 

affect millions of users. Malware poses a serious risk to computer security. Several research 

projects have been conducted to improve the efficacy of detection methods[22]. As 

demonstrated by [23], the malware's objective is to corrupt every file on the system and 

perform destructive actions. Malware is difficult to detect and defensive mechanisms usually 

fail as a result of signature-based security solution software. Using the Cuckoo Sandbox, 

sandboxing technology, as suggested by [24], detects malware's non-trusted code and 

analyses its behaviour. 

Ransomware is regarded to have an unidentified victim. Ransomwares are malware 

programs that offer little opportunities for data recovery [25] and may be exceedingly time-

consuming to deal with once they begin to propagate. According to [26], the controller 

connects exclusively to SDN switches using the OpenFlow protocol, adding the necessary 

entries to their flow tables upon detection of malicious behavior. Specifically, the controller 

monitors the network traffic that potentially infected devices produce and takes immediate 

action.  

Additionally, Windows promotes malware analysis. The most pressing issue facing the 

research community at the moment is the detrimental danger posed by malware, which is 

always developing new categories. Various techniques have been used, but they can't find 

unknown malware. In order to do this, the suggested approach integrates dynamic malware 

analysis techniques with machine learning for Windows malware categorization and 

detection. It involves running the executable in a restricted environment with few uncovered 

resources for execution and post-execution analysis of the behaviour patterns statistics using 

the Cuckoo Sandbox Tool[27].  

Static and dynamic analysis are the two basic categories into which malware analysis tech-

niques fall. Although some code obfuscation strategies can reduce the effectiveness of static 

analysis, static analysis tools nevertheless retrieve data from the source code [28]. Dynamic 

analysis concentrates on behaviour data obtained from isolated program execution environ-

ments. Dynamic analysis is often more useful in this approach than static analysis since the 

disguised malware must exhibit genuine behaviour while operating.  
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[29]ProposedDMalNet, a dynamic malware analysis system based on API call graph 

learning and feature engineering. First, they employ several lightweight feature encoding 

approaches (e.g., Word2Vec, feature hashing, similarity encoding) to extract semantic 

features from API names and heterogeneous arguments, taking into account the peculiarities 

of different types of data. Second, they build an API call graph that represents the 

characteristics of the API name and arguments, and transformed the relationship between 

API calls into the structural data of the graph. 

There has been a lot of interest in the field of Android malware detection in both academia 

and business. Studies on malware families in particular have helped with malware behaviour 

analysis and detection. However, identifying malware family traits and the features that can 

characterise a specific family have received less attention in previous research. In order to 

enable fingerprinting the malware families with these features, we are motivated to 

investigate the key features that can categorise and describe the behaviours of Android 

malware families. [30]Proposed twenty key features in three categories are used to build the 

fingerprints of ten malware families. Results of extensive SVM experiments show that the 

accuracy of the malware family classification ranges from 92% to 99%.  

There is no perfect way to combat malware, which is a menace to contemporary computing 

that is only becoming more and more prevalent. The Internet's expansion may be attributed 

to the exponential rise in users of its different services, including social networks and cloud 

storage. Malware spreads quickly over the Internet and can occasionally result in a large-

scale attack, such as a botnet attack. Antivirus software serves as a first line of defence 

against malware. Unfortunately, since many of them continue to use a signature-based 

strategy and malware writers are aware of this, this line of security is not very successful. 

They adapt their software accordingly, and as a result, malware infiltrates systems covertly. 

As a result, a behaviour-based or heuristic-based strategy is always required to combat 

various malware families. The most effective methods for combating malware are machine 

learning and reverse engineering, and several researchers are dedicated to solving various 

malware attack-related issues. Therefore, in order to eradicate malware from infected 

personal computers (PCs) or systems, [31] summarizes all of the methods currently in use for 

malware detection and analysis, including static and dynamic analysis. 

Many strategies are employed by modern malware to avoid detection by static and dynamic 

analysis technologies. Existing dynamic analysis solutions either employ a higher privilege 

component that does the analysis or modify the malware that is already operating. While so-

phisticated spyware may quickly identify the former, the latter frequently results in a large 

performance overhead. [32]Put out a technique that analyses malware while the operating 

system is running. Additionally, a hypervisor hides the analytic component, making it invisi-

ble to the operating system and its programs. The system's efficiency study indicates that the 

resulting performance overhead is minimal. 

The increasing interest in the use of software-defined networks (SDNs) for both wired and 

wireless applications has been greatly sparked by the increasing availability of mobile devic-

es and applications, the advancements in virtualization technologies, and the development of 

cloud-based distributed data centres. Network security may be greatly enhanced by using 

standards-basedsoftware abstraction between the network control plane and the underlying 

data forwarding plane, which includes both virtual and physical devices. In order to protect 
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SDNs against malicious activity, a complete system that takes use of the inherent properties 

of SDNs and applies data mining to identify and categorize dangerous flows in the SDN data 

plane is presented in this study by [33], [34]. The system's design and workings are ex-

plained, with a focus on flow rule creation and flow categorization. In the SDN testbed envi-

ronment, which replicates common SDN flows, the idea was validated. The trials verified 

that the system can be successfully deployed in SDNs to reduce dangers brought about by 

various malevolent intrusion activities. The outcomes demonstrate that, in comparison to 

alternative methods, our combination of data mining approaches offers superior malicious 

flow identification and categorization. 

Information Classification is a typical work in Machine Learning [35], [36].Anticipate that a 

few information points will fit into one of two classes apiece, and our goal is to determine 

which class another information point will go into. Scientists are well-known for increased 

traffic characterisation in addition to grouping. Support Vector Machines (SVM) allow this 

model to address the overfitting problem. The scientists dissected established risk evaluation 

methodologies and investigated networks security risk assessment. In view of the main 

gamble minimization principle, SVM has shown to be a progressive kind of learning 

machine approach rather than prior gamble evaluation comes near. 

SVM gives various benefits with regards to tending to design acknowledgment issues with 

short example sizes, nonlinearity, and high dimensionality SVM and twofold tree standards 

are made sense of inside and out and afterward used to organize security risk evaluation. 

They exhibited that the SVM strategy has higher Classification accuracy, better speculation 

execution, and less learning and testing time when contrasted with the ASVM(Advanced 

Support Vector Machine)[37] technique regarding arrangement accuracy, speculation 

execution, and learning and testing time, particularly for little examples. 

There are other SVM studies that do not make use of the widely recognized standard da-

tasets. For example, [38] used the SVM classifier in analyzing the malwares test on the For-

est Cover Type dataset, and only 61.48% of the tests were successful. On the ADFA-LD da-

taset, [39] ran an intrusion detection test with SVM, and only obtained an accuracy of 76.2%. 

However, other efforts, such as[40]  and [41], which employ the outdated KDD'99 dataset, 

which is less dependable than the NSL-KDD dataset[42], [43], nevertheless obtained high 

accuracy detection rates of 86.72% and 95.1%, respectively. 

In order to determine the harmful intent of a program or piece of code, dynamic malware 

analysis entails watching how it behaves in a controlled setting. The characteristics are re-

trieved and then classified using a random forest method. Applying this method to a data set 

results in the clustering of the data into groups and subgroups, with a subset of the data being 

used as a training set. An arrangement like a tree that is produced by connecting data points 

to groups and subgroups is called a decision tree. After then, the computer uses a number of 

trees to form a forest. But since the variables are selected at random for every split in the 

tree, every tree is distinct. With the exception of the training set, the residual data is used to 

predict which forest tree generates the best classification of data points, and the output is the 

tree with the highest predictive power. Next, each program's kind is identified using a set of 

labels, where 1 represents malware and 0 represents benign files, as per [44]. With each node 

of the decision tree, the training set is divided into two subsets with different labels by reduc-

ing the uncertainty of the class labels. 
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3. Methodology of the Proposed System 

A. SVM-DMA 

In this article, we proposed a hybrid frame work that employs SVM along with the SDNin 

which the POX controller [45] features are incorporated. Fig 1 shows the block diagram of 

the 8-attributed featured SVM algorithm. 

 
Fig. 1.  Workflow of SVM-DMA 

In this article, we present a hybrid framework that employs SVM and SDN along with the 

POX Controller equipped to outperform the Malware Analysis as shown in Fig 1. Then we 

present SVM-DMA algorithm which are the prototype of our proposed model and later we 

develop an SVM-DMA architecture which incorporates the block diagram of Fig 1. 

 

Table 1. Pseudo code of SVM-DMA(Proposed Method) 
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Install POX Controller 

if ofp_in then 

 packet_features = extract_8features(ofp_in) 

 result = SVM_DMA(packet_features) 

if result == 1 then 

log_packet(ingress_ip,src_ip,dst_ip,protocol,eth_type,src_port,dst_port,t_stamp) 

endif 

elseifofp_flow_stats_reply then 

 packet_features = extract_8features(ofp_stats_reply) 

 result = SVM_DMA(packet_features) 

else 

 take_action(drop the packet) 

endif 

endif 

 

SVM is used as the supervised machine learning technique and executed as an application at 

the SDN controller to accomplish the DMA. Fig. 1 depicts the entire suggested system archi-

tecture and includes eight components, such as an IP traceback mechanism and a logging 

scheme, to demonstrate the whole SVM methods. The architecture, which is shown in Fig. 2, 

is made up of three primary components: an IP traceback module, a flow collector, and log-

ging of suspicious packets or flows.  

Flow Collector: This module gathers all the flow information, including source IP, destina-

tion IP, protocol, source port, destination port, etc. It is activated by two events: first, the ar-

rival of an OFPT_PACKET_IN message[2]; and second, a timer function. After that, DMA 

is used to further    analyze these combined properties.  

Logging of suspicious packets/flows: The anomaly detection module receives a selection of 

a packet's characteristics at the PACKET_IN event. The SDN controller logs the packet's 

chosen headers along with other pertinent information if the DMA detects a policy violation. 
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Fig. 2. Architecture of SVM-DMA 

Python's Numpy, Scikit-learn, and Tensorflow libraries, together with the POX controller, 

are used to create the SVM-based DMA as an application [6], [7]. Out of the 41 features in 

the NSLKDD dataset, the module is qualified by extracting only the 8 features that are indi-

cated in Table 2. The OpenFlowin_port field and the eight features are extracted by the POX 

controller from the OFPT_PACKET_IN message header during a PACKET_IN event. After 

the eight characteristics have been recovered, the packet's prediction scheme is applied to the 

trained model by the SVM-DMA module, which uses this information to determine if the 

packet is malignant or not.  The ofp_flow_stats_request message is used by the POX control-

ler and OpenFlow switch in the network.  

The statistics data for each flow item in the table is contained in an ofp_flow_stats_reply 

message[2] that is provided to the Controller by the OpenFlow switches upon receipt of the 

flow_stats request. After extracting the eight characteristics from the flow-stats replies from 

the OpenFlow switches, the Controller uses the SVM classifier to forecast the extracted data 

against the training model. 
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The above-mentioned objectives are accomplished by the following information mentioned 

below: 

The formal definition of Hyperplane is given by: 

y = VT x + b0                                                      (1)                                                                             

V is the weight vector (Magnitude of the weight vector i.e determines the orientation of the 

separation of the Hyperplane) 

b represents the distance between the origin and the plane. 

The condition for the positive and negative samples is given as 

 

                                     (2)                                                                                  

 

For positive samples, apply y=1 

 

1(V . x1) + b = 1  

Then V. x1 = 1-b                                    (3)                                                                                                        

 

For negative samples, apply y=-1 

 

-1(V . x2) + b = 1 

Then V . x2 = -1-b                                  (4)                                                                                                                      

 

Substituting 3 and 4 in 2 

-1-b-(-1-b)       =  1-b+1+b  

|V| 

Now,   2   =  d  (2 margins created on both positive and negative sides of the plane) 

 

B. RF-DMA 

A Random Forest method along with SDN in which the features of POX Controller are 

incorporated.  

A RF is made up of many decision trees.  A decision tree is a model that resembles a tree and 

shows every scenario that might occur from a choice using the branching approach [46].  

The tree is made up of leaf, branch, and root nodes, as well as directed edges and nodes.  

Training data is aggregated to form the root node. The categorization concepts are represent-

ed by the branch nodes. Rules will be used to categorize the data that is delivered to the 

branch nodes. The ultimate results of categorization are represented by leaf nodes. Every 
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route from the root node to the leaf node symbolizes a distinct categorization proce-

dure.Figure 3 shows the workflow of RF-DMA. 

 
Fig. 3. Work Flow of RFA-DMA Model 

 

Three phases are included in the RF algorithm's training and classification process, as seen in 

Fig. 3. 

i)After splitting the original dataset into the training set and test set, N datasets are created 

using the Bootstrap technique, which involves taking samples from the training set N times. 

We have chosen the value of N=4 for our job.   

ii) To classify 4 datasets, construct 4 decision trees as classification models {ℎ1(x), ℎ2(x),..., 

ℎn(x)}. We construct a random vector for the nth tree.If there are enough trees, then ℏn(x) = 

ℏ(x,θn). A collection of models that vary based on θn values may be shown in the following 

way: 

(x,θn), where n = 1, 2,..., 4 },                       (1) 

iii)Voting through the N classification results and selecting the class that was expected to 

occur the most frequently as the final output without decision tree pruning. Equation (2) dis-

plays the voting decision: 

             4 

H(x) = ∑       I(hn(x) = y)          (2) 
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          n=1 

y means the prediction of the variable y using the nth tree with the variable x; I(⋅) is the indi-

cator function. 

Then we present RF-DMA algorithm which are the prototype of our proposed model and 

later we develop an SVM-DMA architecture which incorporates the block diagram of Figure 

3. 

 

Algorithm for RF-DMA 

Step 0 : Select the input data. 

Step 1 : Split the data into 4 different sets by using Bootstrapping. 

Step 2 : Construct a decision tree from a given data by encapsulating the features 

Step 3 : Average the decision tree based on the Voting procedure. 

Step 4: Select the most voted prediction as a result. 

Step 5: Consolidate the correctly predicted and incorrectly predicted as the final result. 

From the algorithm and the Fig 3, we have incorporated the RF-DMA along with POX Con-

troller features, which is the novelty of our work. 

 

 
Fig. 4. Architecture of RF-DMA 

Evaluation of different feature combinationsSerial No. Selected features Accuracy (%) 
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Table 2. Selected features of the Data 

1 [4,38,29,34,37,28,25,35,3,2,22,1,32,5,36,23,33,40,31,39,7,9,24,0,12,30,11,26,27,21] 

2 [4,38,29,34,37,28,25,35,3,2,22,1,32,5,36,23,33,40,31,39,7,9,24,0,12,30,11,26,27] 

3 [4,38,29,34,37,28,25,35,3,2,22,1,32,5,36,23,33,40,31,39,7,9,24,0,12,30,11,26] 

4 [4,38,29,34,37,28,25,35,3,2,22,1,32,5,36,23,33,40,31,39,7,9,24,0,12,30] 

Table 2 shows that the combination at serial number 4 produces the maximum accuracy of 

96%; as a result, the following qualities were chosen as features for the model: 

[4,38,29,34,37,28,25,35,3,2,22,1,32,5,36,23,33,40,31,39,7,9,24,0,12,30] 

 

4. Results and Discussion 

Our work's trials are conducted on a PC with an Intel(R) Core (TM) i7-7700 CPU operating 

at 3.6 GHZ and 16 GB of RAM, running Ubuntu 18. Our suggested work was implemented 

in a Python environment, and the Scikit-learn module [6] was used to create the SVM and 

RF classifier. 

We employ the conventional performance assessment measures, such as the confusion ma-

trix, precision, recall, F1-measure, and accuracy metrics, to assess the effectiveness of our 

suggested strategy [47], [48]. The following definitions of True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN) are used to compute these metrics in 

turn: 

 

TP: Is the quantity of actual records appropriately categorized  

•TN: Is the quantity of unactual records appropriately categorized  

•FP: Is the quantity of unactual records misclassified 

• FN: Are the actual records numbers misclassified 

Confusion Matrix can obtain results in terms of Accuracy, Precision, Recall and F-Score 

N=950(Total number of values) for SVM-DMA 

Total classification of Files as .exe, .dll, .api, others 

i)Accuracy : TP + TN / Total 

       True Positive values: 854 

        True Negative values:  50 

904/950: 0.96                 = 96% 

 

ii)Precision: TP  / TP + FP 

        True Positive values: 854 

        True Negative values: 76  = 92% 

 

iii)Recall = Actual Classified/Actual 

     290/297 + 283/295 + 318/322 + 35/36= 89% 

 

iv)F-Score = F-Score   :   2* Precision * Recall 

         Precision + Recall 

2* 0.81     => 0.92     = 92%   

     1.81 
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Confusion Matrix provides us with an output matrix that details the model's overall perfor-

mance.  It can be displayed as a table with two scopes, "Actual" and "Predicted." Additional-

ly, there are "True Positives (TP)," "True Negatives (TN)," "False Positives (FP)," and 

"False Negatives (FN)" in each dimension.  

The figure 5 represents the comparisons of the results that we obtained. 

 
Fig. 5. Performance Comparison of SVM-DMA 

 

The below Figure 6 represents the comparison of our work with other existing methods. 

 

 
Fig. 6. Accuracy with other Methods 
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Again, we perform the same Confusion Matrix for RF-DMA method. 

Results can be obtained by Confusion Matrix in terms of Accuracy, Precision, Recall and F-

Score 

N=950(Total number of values). 

Total classification of Files as .exe, .dll, .api, others 

 

i)Accuracy : TP + TN / Total 

  True Positive values    : 865 

  True Negative values  :  50 

   915/950 : 0.96 = 96% 

ii)Precision : Correctly Predicted/Total Predicted 

285/292+278/281+317/331+35/46 

                                 = 93% 

 

iii)Recall = Actual Classified/Actual 

290/297 + 283/295 + 318/322 + 35/36 

=>91% 

iv)F-Score =   2* Precision*Recall 

                  Precision + Recall 

2* 0.83     => 0.93 => 93   

     1.83 

 

The figure 7 represents the comparisons of the results that we obtained. 

 
Fig. 7. Performance Comparison of SVM-DMA 

The below Figure 8 represents the comparison of our work with other existing methods 
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Fig. 8. Performance Comparison of RF-DMA 

Table 3. Represents the comparison results of SVM-DMA and RF-DMA 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

90

91

92

93

94

95

96

97

Our method Alzaharani et al., Muhammad Shoaib

Akhtar     and Tao

Feng

Cheng et al.,

V
a

lu
es

 i
n

 %

Accuracy Comparison of RF-DMA with other works

S.NO 

Supervised 

learning 

model 

Confusion Matrix (N = 950) 

1 SVM 

Actual/ 

Predicted 
.exe .dll .api Others 

.exe 271 5 7 2 

.dll 12 268 8 11 

.api 2 3 315 0 

Others 0 0 0 46 

2 
Random 

Forest 

.exe 285 0 9 5 

.dll 6 278 5 6 

.api 1 2 317 0 

Others 0 1 0 35 
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Fig. 9. Represents the comparison of SVM-DMA and RF-DMA 

Table 3 displays the assessment of the two supervised learning models using the confusion 

matrix.  The four file extension types that are used for categorization are.exe,.dll,.api, and 

any other file type. 950 is the representation of the confusion matrix for the number of flow 

occurrences.  The performance of many supervised learning methods for data categorization 

is shown in Figure 3 using accuracy and error rate.  The suggested approach has a very low 

error rate and up to 96% accuracy.  The characteristics of our work will include additional 

approaches and the ability to work with intricate structures since POX Controller is skilled in 

doing so because malware analysis is a lengthy process.  We use Machine Learning methods 

in our approach, and Pandas is used to present the findings.  We have compared our results 

with a few of the existing methods that are already in use in order to better understand the 

outcomes. 

 

5. Conclusion 

In the SDN context, a supervised learning model for data traffic categorization is suggested.  

SVM, and Random Forest, are the two models employed.  The combined strength of SVM 

and SDN along with the advantages of “selective logging” to provide a secure 

architecture.The features are successfully extracted and the feature vector has been 

generated.  The suggested SVM-DMA is incorporated into SDN, and the performance has 

been measured in terms of Accuracy, Precision, Recall, and F-Score. The results of SVM-

DMA are compared with the Existing SVM method.  However it requires more 

hyperparamters to tune.  Therefore fewer hyperparameters are required by splitting the data 

and the majority of the features have been consolidated in RF-DMA based on the voting.  

The combined strength of RF and SDN along with the advantages of “bootstrapping” to 

provide a secure architecture. The features are successfully extracted and placed in the 

Decision tree and the Prediction is computed based on the voting and the majority of the 
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features obtained. The suggested RF-DMA are measured in the terms of Accuracy, Precision, 

Recall and F-Score.  
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