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Cardiovascular diseases (CVDs) constitute a major cause of death and disability worldwide and 

represent a major public health problem. Timely intervention and better patient outcomes depend 

on early identification of CVD. A novel Sand Cat Swarm-driven AdaBoost (SCS-AB) technique is 

presented for the diagnosis of CVD. The suggested strategy chooses useful features from intricate 

cardiovascular (CV) datasets by utilizing the shared knowledge of the SCS optimization technique. 

The SCS method, which addresses feature selection issues in CVD diagnosis, is motivated by the 

social behaviour of sand cats. It demonstrates a cooperative and self-organizing decision-making 

process. The AdaBoost incorporates the chosen features, improving its ability to distinguish 

between patients. The gathered dataset is used in this study's analysis of the suggested SCS-AB 

approach. The SCS-AB driven CVD prognosis is tested on the Python platform in this study. When 

contrasted with other standard approaches, the experimental results show that the suggested 

methodology is beneficial with regard to accuracy, sensitivity and specificity. The method has 

demonstrated its potential for practical clinical applications as well, offering a useful instrument for 

rapid CVD identification and risk evaluation. 

 

Keywords: Cardiovascular diseases (CVDs), patient outcomes, early identification, Sand Cat 

Swarm-driven AdaBoost (SCS-AB).  
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1. Introduction 

Due to their enormous contribution to global morbidity and mortality, CVD continues to be a 

significant global health concern. Due to changing lifestyle patterns and an aging population, 

the incidence of CVD is increasing, calling for a more sophisticated and all-encompassing 

approach to diagnosis and treatment. Advances in diagnostic tools, advanced analytics and 

new technologies have brought a paradigm change in CVD diagnosis in recent years [1]. In 

the past, gender, age, high blood pressure, cholesterol levels, tobacco use and family history 

were among the traditional risk factors that were mainly used to detect CVD. These parameters 

provide a partial understanding of the complex relationship between CV health and other 

variables [2]. Advanced diagnostic methods enabled by Machine Learning (ML) and Artificial 

Intelligence (AI) have transformed the domain of CVD detection. 

In this field, developing non-invasive techniques is one of the most significant achievements. 

Considerable progress has been made in developing advanced visual technology, including 

Computed Tomography (CT), Magnetic Resonance Imaging (MRI) and cardiac ultrasound. 

With the ability to quantify heart performance, evaluate blood flow and identify anatomical 

anomalies early, these tools offer previously unattainable insights into both the structure and 

operation of the heart. Recent technologies like cardiac MRI and three-dimensional 

echocardiography have emerged [3, 4]. Molecular tests have become vital tools in the 

identification of CVD. Heart troponins, Brain Natriuretic Peptides (BNP) and C-reactive 

protein (CRP) are some markers that provide essential insights into inflammation, heart failure 

and heart function. These markers provide a thorough profile of CVD and aid in early 

identification and personalized therapy when paired with patient-specific medical data analysis 

[5]. In recent years, wearable technology has emerged as a trailblazer in the monitoring and 

diagnosing of CVD. Fitness trackers, smart-watches and other wearable gadgets with robust 

sensors can track essential indicators, such as saturation in oxygen and heart rate [6]. These 

devices enable continuous monitoring and, by employing AI algorithms to detect minor 

variations from baseline, notify medical professionals of any CVD. This proactive strategy 

allows people to take charge of their CV health and facilitates timely medical intervention. 

Due to artificial intelligence (AI) and ML approaches, CV risk analysis has improved. To build 

prediction models, these techniques could examine large databases, such as genetic 

information, radiological findings, medical records and biomarker profiling. Afterward, by 

classifying patients into risk categories using these prediction models, clinicians can create 

individualized treatment plans and focused treatments [7, 8]. The paradigm of forecasting in 

CVD detection has been transformed by the combination of ML and big data analytics 

techniques. ML models can recognize intricate patterns and mild correlations among various 

risk factors as well as disease outcomes by utilizing large repositories of clinical data along 

with empirical data. This allows doctors to implement specific therapies and targeted 

interventions. Precision medicine is made possible by the combination of data-driven 

understanding and clinical experience [9]. In this paper a novel Sand Cat Swarm-driven 

Adaboost (SCS-AB) for diagnosing cardiovascular disease (CVD) is introduced. 

The subsequent sections of the paper have been structured in the following order. In section 2, 

an examination of the related works was conducted. Section 3 provides an in-depth explanation 

of the proposed approach methodology, while section 4 shows findings obtained from the 

study. Section 5 discusses the conclusions derived from the study. 
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2. Related works 

The study [10] developed a CVD prediction model based on ML techniques based on the 

health screening datasets. 4699 individuals aged 45 and over, who had their diagnoses made 

using the international classification of diseases (I20-I25) made comprised the CVD group. In 

addition, 4699 arbitrary patients who did not have a CVD diagnosis were added to the non-

CVD group. According to their research, the medical screening dataset-based CVD prediction 

system that used machine learning (ML) algorithms was more accurate than previous CVD 

models in predicting outcomes, was easily adjustable, and produced confirmed results. The 

University of California Irvine repository (UCI) Lab collected data on CVD patients, and the 

author of [11] applied to find patterns methods like Decision Trees (DT), Neural Networks, 

Rough Sets, Support Vector Machines (SVM), and Naive Bayes, evaluated their accuracy and 

predictions. A hybrid strategy was proposed to increase the accuracy of these approaches. 

Study [12], six ML algorithms were employed and their respective performances were 

evaluated as well as compared. DT performed better than the other classifiers in terms of 

testing accuracy. They carried out the six distinct ML algorithms to forecast the illness and 

shared the outcomes. To examined that the SVM, logistic regressions (LR) and random forests 

(RF) methods [13] were used to predict CVD as issues of classification utilizing ML-based 

methodologies. These ML-based methods of CVD prediction were capable of dealing with 

non-linear classification due to strong mathematical concepts support. SVM performed better 

than LR and RF. The adoption of ML-based technologies could help with disease prediction. 

To discuss two reputable ML algorithms, multi-layer perceptrons (MLP) and K-nearest 

neighbors (K-NN) that were utilized to identify CVD using publicly available data from the 

UCI [14]. According to the comparison of findings, the MLP model had greater prediction 

accuracy. To investigate those data-driven strategies used supervised ML algorithms to detect 

CVD patients. Multiple ML models (LR, SVM, RF and gradient boosting) [15] were tested on 

the accuracy of classification using various data sets and time-frames. The models were 

combined to generate a weighted ensemble model. That study examined into those models' 

applicability in diagnosing people with CVD. The examined at the Kaggle dataset, including 

characteristics related to heart disease such as age, sexual orientation, cholesterol and 

hypertension. They evaluated the precision of several ML techniques. Using a Kaggle heart 

attack dataset, they compared their accuracy scores in an attempt to employ artificial neural 

networks (ANN) [16] to improve the accuracy of predictions. A list of the many prediction 

parameters was created by them. The study [17] developed a heart illness predictive system 

that evaluated the possibility of receiving a heart problem diagnosis based on their past medical 

history. They used many ML techniques, including LR, KNN, to forecast and identify people 

with CVD illness. Their objective was to ascertain that the design could be employed to 

enhance the accuracy that a CVD can be predicted in any individual. 

The author of, [18] presented a novel strategy that used ML techniques to identify important 

components in an effort to improve the accuracy of CVD diagnosis. Well-known methods for 

classification and multiple feature combinations were used to analyze the predictions model. 

The results demonstrated that each attribute selected and ML technique used was effective in 

predicting cardiac disease compared to conventional models. Study [19] examined the 

accuracy of ML approaches in assessing overall dangers and forecasting cardiac diseases. The 

proposed experiment used a combination of standard ML approaches, including RF, K-NN, 
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DT, SVM and LR, to predict CVD with high accuracy. A forecasting algorithm is discussed 

that may be used to identify or make people aware of cardiac problems. They accomplished 

this by comparing the precision of applying rules to each of the individual results of SVM 

[20], Gradient Boosting, RF, and Naive Bayes. The outcomes were shown, and the accuracy 

and results generated were evaluated. The algorithms yielded the most accurate results in this 

instance. 

 

3. Methodology 

In this paper, Figure 1 depicts the proposed method architecture for detecting CVD using a 

patient dataset. The CVD data is preprocessed using min max normalization to eliminate 

duplicate values. We suggest that a Sand Cat Swarm-driven Adaboost (SCS-AB) offers a 

unique and potentially more effective approach for improved CVD detection. 

 

Figure 1: Proposed method architecture (Source: Author) 

3.1 CVD Dataset  

There is a lot of patient data and related health records in the dataset that is used to diagnose 

and identify CVD. This dataset was gathered by Kaggle from three distinct sources. Factual 

information on CV disorders is given by the objective resource, test findings are included in 

the examination and patient-generated material is included in the subjective resource. The 

format of the CVD dataset is (68783, 12) and it's the latest version of the CVD dataset as 

shown in Table 1 [21]. Two categories of data were created: training data (80%) and testing 

data (20%). 
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Table 1: CVD dataset 
Feature Information 

Age The individual  years of age 

Sexuality Dichotomous value: 1-male, 2 - female. 

Altitude Depicting a patient's height 

Load Indicating the strength of the individual's 

AP_HIGHT Systolic hypertension 

AP_LOW High blood pressure diastolic 

Chlorosterolic 
The blood's cholesterol level (1: Typical, 2: Exceeding the Norm, 3: 

Significantly Surpassing the Norm) 

SUGARSE A value of the blood sugar categories (1: Healthy, 2: Elevated, 3: High) 

USES TOBACCO Tobacco Consuming (0: No, 1: Yes) 

Liquor Use of alcohol (1: agree 0: None) 

Physical movement Type of physical activity 

Heart disease Targeted value indicating whether CVD is present or absent. 

3.2 Min Max Normalization 

We apply techniques to preprocess data for CVD detection and standardize features such as 

blood pressure or cholesterol levels. We offer the Min-Max Normalization approach that can 

be stated as follows in Equation (1): 

X =
x−Min

Max−Min
          (1) 

Each dimension's maximum and minimum values are represented by the terms Min and Max, 

respectively. The Min-Max Normalization can map data between 0 and 1 without disrupting 

the original data's linear connection, improving the model's accuracy and convergence speed. 

3.3 Predicting CVD 

In this section we integrate sand cat swarm optimization (SCSO) and AdaBoost algorithm to 

predict CVD efficiently. AdaBoost Algorithm increases classification accuracy by improving 

weaker classifiers and SCSO algorithm improves the classification algorithm. This system 

improves pattern detection in CV data, allowing for more precise diagnosis and treatment 

techniques. 

3.4.  SCSO  

SCSO is utilized to forecast CV illness. Through simulating the collective behavior of sand 

cats, SCSO improves our ability to recognize and manipulate CVD via improving the precision 

and efficacy of illness detection through intricate optimization methods. Every sand cat is an 

1 × dim    array in the dim dimensions optimizing issue. It reflects the issue's solution, as 

demonstrated in Figure 2. Each Opt  in a collection of values for variables 
(Opt1, Opt2, … … ,  Optdim)  Opt must have the limits at the bottom and upper. The initializing 

procedure produces a starting point depending on the size of the issue matrix(M × dim  ). 

Additionally, iteration, the pertinent response will be displayed. If the output that follows 

values is superior, the previous answers have to be substituted. If no alternative occurs in the 

following iteration, the current iteration's result cannot be saved. 
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Figure 2: Group initiation (Source: https://www.mdpi.com/2079-9292/12/9/2042) 

3.4.1 Explore for Prey (investigation Stage)  

Optj represents every sand cat's spot. Sand cats' capacity to sense sound helps the SCSO 

method with low-frequency identification. Every sand cat is sensitive to frequencies lower 

than 2 kHz. As a result, in computational modelling, Equation (2) defines a sensitivity value 

q_H, meaning that the dunes cat's sensitivities range is 2 to 0 kHz. Furthermore, the exploration 

and utilization capacity of the technique is regulated yet the value of the parameter Q is derived 

following Equaitons (2-3). 

qH = TN − (
TN×s

S
)         (2) 

Q = 2 × qH × rand(0,1) − qH       (3) 

Where, S is the total number of iterations that can be made, s is the number that can be made 

right now, and TN is 2. 

While looking for prey, every sand cat will move arbitrarily over its sensitive range. It makes 

it easier to investigate and utilize algorithms. The sensitive range (q)of every sand cat varies 

to prevent them from entering the local optimal range according to Equation (4). 

q = qH × rand(0,1)         (4) 

Where,qH is the guiding parameter q.  

Every sand cat can search for prey based on the ideal candidate position(Optad), current 

location(Optd(s)) and sensitive range(q), as indicated in Equation (5). 

Opt(s + 1) = q × (Optad(s) − rand(0,1) × Optd(s))    (5). 

 

https://www.mdpi.com/2079-9292/12/9/2042
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3.4.2 Targeted Attacks (Exploitation Stage) 

Equation (6) mimics the procedure of the sand cat affecting prey by displaying a distance 

(Optqmc) between the cat and the prey. Let us assume that the sand cat has a circle of radius 

as its sensitive range and its motion path selects a random angle (∝) using the rolling wheels 

choice mechanism. Given that the chosen randomized angle ranges from 0° to 360°, its value 

falls between −1 and 1. Every sand cat can move in searching space in a distinct circumference 

path in this manner. The prey is assaulted in accordance with Equation (7). The sand cat can 

get to the hunting location more quickly in this manner. 

Optqmc = |rand(0,1) × opta(s) − optd(s)|      (6) 

opt(s + 1) = Opta(s) − q × Optqmc × cos(∝)      (7) 

3.4.3 SCSO Algorithm's execution 

Equation (1) illustrates that the adaptable parameters qH and Q are controlled by the SCSO 

method to govern the algorithm's exploration and extraction. qH falls linearly from 2 to 0 

throughout an execution. As a result, a value of [−4, 4]for the parameter Q is randomized. If 

Q equals to or lower than one, the sand cat will assault its victim. Without it, the sand cat will 

use Equation (8) to find prey. 

Opt(s + 1) {
q × (Optad(s) − rand(0,1) × Optd(s))|Q| > 1; exploration

Opta(s) − Optqmc × cos(∝) × q|Q| ≤ 1; exploitation
  (8) 

Every sand cat's position updating throughout the exploration and extraction phase is displayed 

in Equation (8). The sand cat will attack its victim when  Q ≤ 1. If not, the sand cat's job is to 

search the global region for fresh prey. 

3.5 Adaptive Boosting (AdaBoost) 

The Adaboost algorithm easily detects CVD by boosting weak classifiers on features such as 

cholesterol levels, blood pressure and others. Its altering weights are based on classification 

accuracy. AdaBoost is a ML algorithm. The structure of AdaBoost can be summarized as 

follows. AdaBoost computed the average weighted classification error per learner s utilizing 

the subsequent Equation (9): 

fs = ∑ cm
(s)

 J(zm ≠ gs(wm))M
m=1        (9) 

Where, wm is the prediction vector value for the observations m,   zm represents the actual 

class label and gs represents the hypothesis (learner predictor). In step s,  J is the value of the 

indicator variable and cm
(s)

 is the measurement weight. AdaBoost instructs individuals 

consecutively. AdaBoost calculates prediction utilizing the subsequent Equation (10-12) 

during the conditioning stage: 

e(w) = ∑ ∝s gs(w)S
s=1          (10) 

∝s=
1

2
log

1−εs

εs
          (11) 
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Where ∝s is the ensemble's weak hypotheses weight, AdaBoost retraining can be thought of 

as the minimizing of an exponential loss utilizing the equation below. 

∑ xmexp(−zme(wm))M
m=1         (12) 

Given that zmϵ{−1,1}is the real class, xm is the normalized observed weight and 

e(wm)ϵ(−∞, +∞)is the projected classification. 

3.6 Sand Cat Swarm-driven Adaboost (SCS-AB) 

Predicting CVD with Sand Cat Swarm-driven Adaboost is a strong and innovative method. 

Sand cat hunting is modeled by the bio-inspired optimization algorithm SCSO has been 

utilized for cat selection and modeling optimization of parameters in a range of ML tasks. 

AdaBoost is an active ensemble learning technique. Through combining SCSO with it, the 

prediction performance of diagnosing CV illness can be greatly enhanced. Through decreasing 

complexity and improving the accuracy of the data considering into the AdaBoost ensemble, 

SCSO improves in identifying the most relevant characteristics from a huge dataset. In 

addition, AdaBoost changes a number of poor classifiers into a powerful classifier that 

recognizes complex patterns in the data. With lowering over fitting, this hybrid strategy 

increases the accuracy of predictions and improves the model's quality. When combined, 

SCSO and AdaBoost offer an effective as well as efficient approach to CVD early detection, 

that's essential for enhancing patient outcomes and reducing medical expenses. Algorithm 1 

displays the SCS-AB pseudocode. 

Algorithm 1:  Pseudo code for Sand Cat Swarm-driven Adaboost 

Initialize Sand Cat Swarm algorithm parameters 

Initialize AdaBoost algorithm parameters 

while termination condition is not met do 

    for each data point do 

        Run Sand Cat Swarm algorithm for data point 

        Get the result from Sand Cat Swarm 

        if result is positive then 

            Increase weight of data point using AdaBoost 

        else 

            Decrease weight of data point using AdaBoost 

        end if 

    end for 

    Normalize weights using AdaBoost 

    Train classifier using weighted data points 

    Update AdaBoost parameters 
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    Update Sand Cat Swarm parameters 

end while 

 

4. Result and Discussion  

The suggested job is carried out using the open-source Anaconda 2020; Python 3.76 is needed 

to be installed alongside Python to carry out the procedure. In this section, we assess the 

proposed approach and gauge its performance with the following criteria: Accuracy (%), 

Precision (%), Recall (%) and F-Measure (%).We evaluate our proposed technique's 

performance against other available approaches. The techniques now in use include Naïve 

Bayes [10], Gradient Boosting [22] and ANN [23].  

Accuracy: An indicator of a ML model's for accurate CVD detection. Higher numbers suggest 

a better forecast. Loss: A measure of a model's prediction error during training and validation 

that aims to close the gap between expected and actual values. The graphical depiction of the 

loss rate is shown in Figure 3. With the goal of achieving high accuracy and minimal loss, the 

training graph will monitor these parameters throughout epochs, enhancing the model's 

capacity to detect people who are at risk of CVD.  

 

Figure 3: Outcome of Accuracy, Loss (Source: Author) 

Predictive performance determines CVD that examine how efficiently a system can recognize 

CV instances. The correctness of case predictions are measured as a percentage of complete 

occurrences. Figure 4 and Table 2 depict the comparative evaluation of accuracy in suggested 

and traditional methods. When compared to the existing methods, such as Naïve Bayes, 

Gradient Boosting and ANN, which have accuracies of 85.4%, 73% and 81.7%, respectively, 

the suggested SCS-AB has a 90.8% accuracy rate. Our suggested approach yields better 

outcomes over the existing methods for CVD detection as shown in Equation (13). 
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Accuracy =
(TP+TN)

(TP+TN+FP+FN)
        (13) 

 

Figure 4: Result of Accuracy (Source: Author) 

Table 2: Comparison of Accuracy 
Methods Accuracy (%) 

Naïve Bayes 85.4 

Gradient Boosting 73 

ANN 81.7 

SCS-AB [Proposed] 90.8 

The efficiency of a CVD prediction model is characterized as the percentage of appropriately 

identified indications compared to the overall count of optimistic recommendations. The 

comparative evaluation of precision is shown in Figure 5 and Table 3. When compared to the 

existing methods, such as Naïve Bayes, Gradient Boosting and ANN, which have a precision 

of 83.1%, 74% and 83.1%, respectively and the suggested SCS-AB have a precision of 94.8%. 

The proposed methodology demonstrates superiority over the existing methods for CVD 

detection as shown in Equaiton (14).  

Precision =
TP

(TP+FP)
         (14) 
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Figure 5: Precision (Source: Author) 

Table 3: Comparison of Precision 
Methods Precision (%) 

Naïve Bayes 83.1 

Gradient Boosting 74 

ANN 83.1 

SCS-AB [Proposed] 94.8 

Figure 6 and Table 4 determine the comparative evaluation of recall of suggested methods 

along with the other existing methodologies. When compared to the existing methods such as 

Naïve Bayes, Gradient Boosting and ANN, which have a recall of 84.9%, 73% and 85%, 

respectively, the suggested SCS-AB have 97.5%. The suggested methodology was superior to 

the existing method for CVD detection. 

Recall =
TP

(TP+FN)
        (15) 
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Figure 6: Recall (Source: Author) 

Table 4: Comparison of Recall 

Methods Recall (%) 

Naïve Bayes 84.9 

Gradient Boosting 73 

ANN 85 

SCS-AB [Proposed] 97.5 

Figure 7 and Table 5 determine the comparative evaluation of the F-Measure of suggested 

methods along with the other existing methodologies. When compared to the existing methods 

such as Naïve Bayes, Gradient Boosting and ANN, which have an F-Measure of 84.6%, 73% 

and 80%, respectively, the suggested SCS-AB have 94.8%. The suggested methodology was 

superior to the existing method for CVD detection. 

F − measure = 2 ×
Precision×Recall

Precision+Recall
       (16) 
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Figure 7: F-Measure (Source: Author) 

Table 5: F-Measure 
Methods F-Measure (%) 

Naïve Bayes 84.6 

Gradient Boosting 73 

ANN 80 

SCS-AB [Proposed] 94.8 

 

5. Conclusion 

In this study, we introduced a novel approach, Sand Cat Swarm-driven Adaboost (SCS-AB), 

for the early identification of CV disorders, with the detailed examination of many medical 

factors. This study conducted an early detection and regular monitoring of CVD and reduced 

the risk of life-threatening complications using the CVD dataset. This dataset was 

preprocessed using min-max normalization. To evaluate the performance of the proposed 

method in terms of accuracy (90.8%), precision (94.8%), recall (97.5%) and F-measure (94.8), 

the proposed method results were contrasted with the other previously used algorithms and the 

evaluations' results demonstrated that the recommended approach was superior for the 

identification of CVD. The capacity of available diagnostic techniques estimates an 

individual's chance for developing CVD without any symptoms or a diagnosis could be 

restricted. In future research, the combination of big data as well as modern algorithms has the 

capability to enhance data analytics along with interpretation, hence reducing the possibility 

of incorrect outcomes, besides promoting more precise and accurate identification of CVD. 
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