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Social networking services are becoming increasingly popular as everyone writes blogs, micro
posts and other things expressing their unique perspectives. One of the areas of Artificial
intelligence (Al) that is developing the quickest is sentiment analysis, which divides viewpoints
into positive, negative and neutral attitudes. Sarcasm is one of these sentiment analysis components.
On social media platforms, sarcasm is becoming prevalent. It is typical to communicate ambiguous
emotions with phrases that betray contempt, making it hard to determine the true meaning of
statements. In this paper, we proposed the use of Twitter data to forecast a remark in the categories
of sarcastic or no sarcastic using the Improved Gray Wolf Optimized Enhanced Random Forest
(IGWO-ERF). We begin with data from social media-based research on sarcasm detection.
Tokenization and stop word removal were used in the preprocessing of the data. Term inverse
document frequency (TF-IDF) was used to examine various feature extraction settings. To the
comparison, the IGWO-ERF technique performed better across a wide variety of performance
metrics, such as accuracy (96.10%), precision (94.23%), recall (92.33%) and F1-score (90.12). Our
result shows that sarcasm detection is crucial in the ever-changing world of social media
communication. Understanding and properly identifying sarcasm is essential for successful
communication, sentiment analysis and ethical usage of Al-driven technologies, as online platforms
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affect public conversation.

Keywords: Social networking, Sarcasm detection, Improved Gray Wolf Optimized Enhanced
Random Forest (IGWO-ERF), Twitter.

1. Introduction

The age of social media has a profound effect on how people communicate across the globe.
A person today can exhibit easily and quickly with the help of social media. It's a typical way
for social media users to express their feelings about a post saw or an image liked [1]. It rejects
surprise that daily sarcasm can be discovered on social media sites like Facebook and Twitter.
Using the linguistic strategy known as sarcasm to convey disdain or other unfavourable
feelings is common. It is an act of pretense that is meant to be polite, but it has the unintended
effect of making people upset [2]. Sarcasm gives the impression of cruel and has a little air of
dishonesty about it.

Recent studies have shown that those who tease others have the misconception that their words
are not as hurtful as their victim believes them to be. Due to the general belief that political
parties and celebrities have great influence, individuals are the targets of disparaging remarks
and tags [3]. There is a correlation between the use of sarcasm and mental illnesses such as
anxiety and depression. The individuals who were experiencing feelings of depression or
anxiety during the epidemic used sarcasm throughout their online chats [4]. When conversing
with someone in person, by paying attention to the gestures, tone of voice and feelings of the
speaker, one can quickly discern sarcasm. Sarcasm can be difficult to determine in written
communication since none of these traits are obvious in sarcastic writing [5]. It is even more
difficult to recognize sarcasm in photographs published on social media sites, given that the
background information is either included in the images or mentioned elsewhere [6]. The
ability to recognize sarcasm is vital for a variety of jobs, including the identification of cyber
bullies along with online trolls, the mining as well as analysis of opinions, the identification
of fake news and opinion mining. It is essential to recognize sarcasm in online chat boards,
social networking applications and other forms of electronic communication [7]. Research on
the ability to identify sarcasm is seeing a surge in interest. The ability to spot fake news is
impacted by sarcasm as well. Streaming data from social media platforms presents several
additional difficulties in addition to those already mentioned. Sarcasm identification is an
extremely important part of the company's feedback system, as it enables the business to
understand the consumers' genuine intentions about the product [8].

1.1 Research Gap

The last decade has seen an explosion in the number of studies devoted to the study and
analysis of social network data. One of the most difficult yet interesting problems in natural
language processing is identifying sarcasm. Not all ironic information is always bad or good,
and vice versa. In reality, sarcastic material is typically clear and unclear, making it hard to
discern. To gauge consumer sentiment around a product, sarcasm detection is crucial.
Business decision-making relies heavily on the ability to recognize sarcasm. The large number
of sarcastic texts on social networks further highlights the need for in-depth research and
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analysis. However, standard sentiment analysis methods, such as rule-based methods, fail
miserably when used in sardonic writing. Therefore, there is a pressing need for a well-
designed model for sarcasm detection jobs in particular. With the abundance of sarcastic
information on social media, it is essential to reliably recognize sarcasm to understand
customer mood and make sound business choices. This is where the IGWO-ERF technique
comes in. To overcome the limitations of traditional sentiment analysis algorithms, IGWO-
ERF was developed to perform very well in sarcasm detection tasks.

1.2 Significance of the study

The study of sarcasm detection on social networks has a number of potential benefits,
including the development of an accurate natural language processing models, the
improvement of sentiment analysis and the facilitation of more efficient content moderation
on social media platforms as well as a better understanding of users' feelings and perspectives.
Sarcasm detection based on social networks is the importance and relevance of the research in
understanding and developing algorithms to identify sarcastic language in online interactions.
These algorithms have the potential to improve communication analysis, sentiment analysis
and the overall quality of content moderation on social media platforms.

1.3 Objective of the Study

> More and more people are turning to online social networking sites to share their
thoughts and opinions.

> Sentiment analysis, which classifies opinions as optimistic, pessimistic, or agnostic,
is one of the most rapidly expanding fields.

> In this paper, we propose the Improved Gray Wolf Optimized Enhanced Random
Forest (IGWO-ERF) for detecting the sarcastic based on social networks.

> By calculating the Accuracy, Precision, Recall and F1-Score, we evaluate our
proposed method with conventional approaches.

The remaining portion of the study is divided into section 2, which provides relevant studies;
Section 3, which describes the methodology; Results and discussion are covered in sections 4
as well as 5 and the study concludes with some suggestions for future research in section 6.

2. Related works

According to the author of, [9] investigated whether or not sarcasm in political tweets affects
the output of computer approaches applied to huge datasets using Twitter mining to Judge
Brett Cavanaugh's confirmation to the Supreme Court in 2018. The study finds any alterations
in public perception of the Court that could have happened in the aftermath of the confirmation
hearing. The burgeoning field of Social Opinion Mining, which seeks to determine the
subjectiveness of user-generated material across a variety of social media platforms and in
text, image, video and audio formats can be analyzed for polarity of sentiment, emotion, affect,
sarcasm and irony. Social opinion mining allows for the analysis of unstructured text according
to the numerous characteristics of human opinion [10]. To examined that it is actively working
to improve the effectiveness of sentiment analysis by creating new methods for identifying
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sarcasm in written materials. To that end, the study provided a survey of research on sarcasm
and sentiment analysis [11]. In addition, the article instructs medical personnel on how to base
their choice on the patient's values and preferences. To opposed the past lone investigations,
which have identified 21 issues with online social networks and provided references to
relevant research [12]. To provided information to elucidate the methods that are currently in
use and trending for sarcasm detection. Sarcasm was a wonderful tool for humor and display
of foolishness [13]. Sarcasm can be communicated orally and by certain body language cues,
such as eyebrow lifting or eye-rolling. There were many approaches used to identify sarcasm.
To primarily examined several low-level features, such as those retrieved by deep learning and
crowd-sourced terms [14]. Sentiment analysis of comments about commercial items on
Facebook and Twitter is the application's goal. Author [15] determined the political leanings
of users of social media sites like Facebook and Twitter. The study identified the unresolved
problems in sentiment analysis and research difficulties linked to election outcome prediction.
The study made some recommendations for future developments in the field of election
prediction utilizing material from social media. To examine synthetic minority oversampling,
this can negatively impact classifier performance [16]. The research used two different-sized
datasets and five unique versions of synthetic minority oversampling. The proposed a method
based on pattern recognition that uses Twitter data to detect sarcasm [17]. There was a great
deal of specific sarcasm in tweets, which are categorized as sarcastic or not, based on four sets
of qualities that were provided. The recommended feature sets' supplementary cost categories
are analyzed. The study [18] investigated the challenge of identifying sarcasm across social
media and other digital platforms in real-time conversations. To do so, build an interpretable
deep learning model that used multi-head self-attention and Gated recurrent units (GRUS).
Recurrent teams employ the multi-head self-attention module to acquire long-range
connections between cue words to recognize important sarcastic cue words in the input text
and categorize them.

3. Methods

The dataset obtained from the twitter is used in the suggested method and the goal is to
determine whether or not each tweet utilized contains sarcasm. The classification of tweets is
accomplished by first extracting from them a variety of attributes and using an appropriate
technique from the field of ML. During extracting characteristics, various sarcastic phrases
can be constructed from the tweets' constituent parts. Figure 1 shows the methodology for
sarcasm detection for social media networks.
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Figure 1: Methodology of Sarcasm Detection

3.1 Datasets

The hashtags #sarcasm and #not are used in 9,104 tweets that might be interpreted as sarcastic.
A collection of tweets in English and Hindi from Twitter was used to test the Framework. To
solve the issue [19], the most crucial and time-consuming phase is the preparation of the data.
Since the data represents the project's input, improving its precision will enhance its accuracy.
Tweets with media or link descriptions or URLS that don't go to useful resources are deleted.
The tweets include a large number of expressions that are not relevant to the topic at hand,
such as "Yeah, right!" in addition to sarcasm. To do a preprocessing step that involves
removing the hashtags #sarcasm and #not from the 9104 sarcastic tweets before we grade
them. The Twitter Sample API collects tweets that are not intended to be rude and sarcastic.

3.2 Data Preprocessing Using Stop Word Removal and Tokenization

Data preparation is a mining technique to modify raw data into usable information. The input
data is collected and hashtags are found during the data preparation. The data input no longer
includes these hashtags. Field selection tokenization is included in the next module. The
following is how the collected data is processed:
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3.2.1 Data Cleaning

The purpose of data cleaning is to remove irrelevant information and make the data far more
useful for the research at hand. Since the data includes numerous unusual characters, the
primary goal of cleaning is to eliminate these unwanted elements. One popular Python library
that helps with data cleaning is called "re," which is related to regular expression. An example
of the study's data cleansing is shown below. Unclearness Text: Hey, can you please ask a few
of my Twitter followers to subscribe to my YouTube channels? Right now, | don't have any!
"#podcast #social media #irony #NFL Clean Text: Hello, will you please ask a few of my
Twitter followers to become subscribers to my YouTube channel? The NFL teasing is all in
good humor, but I'm excited about my podcast and social media posts!

3.2.2 Stop Word Removal

Words that are used seldom or not at all in the English language are examples of stop words.
These terms are eliminated because they are considered useless words and because they take
up space in the database; as a result, removing these words is preferable for analytical
purposes. Here, some stop word removal techniques are 'i', 'me,' 'myself,' 'we," ‘our," ‘ours,’
‘ourselves,’ 'you,' yourself,' and others. Stop words are eliminated during preprocessing to
increase the flexibility of the processed analysis; the result shown here is what was attained
after deleting stop words from the column labeled "tweets" so that better categorization could

be achieved.

Unclearness Data:The human mind is so efficient at digesting information that it frequently
fails to detect sarcasm.

Clean Data:Sometimes, even with its amazing powers, the human brain has trouble
recognizing sarcasm.

3.2.3 Tokenization

Tokenization is a subset of text processing that includes identifying suitable delimiters to cut
the text into manageable chunks or tokens. In lexically analyzing the text, it is one of the most
important aspects. Tweets go through the tokenization process to be broken down into
understandable modules derived from a text.

Unclearness Data: Changing our focus from instant gratification to a lifelong pursuit of love,
character and bravery, where pain and fear no longer define us but serve to fortify our resolve
and grow our affection for one another.

Clean Data:‘lifelong,' 'love,' ‘character,' ‘bravery,' 'pain,' 'fear,’
3.3 Feature Extraction using Term Frequency-Inverse Document Frequency (TF-1DF)

In a classification algorithm, feature selection is a critical and productive step. Sarcasm has
two distinct meanings, making study on the topic difficult. Therefore, researchers strive to
choose appropriate characteristics to improve the accuracy of the sarcasm detection algorithm.
Team has isolated sentence characteristics such as punctuation, interjection words and
emotions expressed via punctuation and emojis. The TF-IDF matrix displays the frequency
with which terms appear in a text or phrase. The occurrence count of a term inside a text is
measured using the term frequency (TF (s)) measure, whereas document frequency (DF(s))
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quantifies whether a given word appears in a given set of documents. One way to measure
how significant a word is by its Inverse Document Frequency(IDF (s)). The (IDF (s))will be
small if the term appears in text and large otherwise. So, we have a mathematical definition
for it in Equation (1).

M

DF(s) (1)

IDF(s) =

Where, M is the total number of documents, DF(s) is the frequency of those documents and
IDF(s) is the inverse frequency. Since M can be very big, the value of IDF (s) or DF (s) can
be zero at query time in Equation (1). Therefore, the former is solved by adding 1, whereas the
latter is solved using the log function. If this is the case, we can rewrite the IDF (s) Equation

).

M
IDF (s) = log 5o (2
Equation (3) is the mathematical expression of TF-IDF derived from Equation (3).
_ M
TF — IDF(s,c) = TF(s,c) * log DF+1 3)

3.4 Sarcasm Detection Based On Social Network Used Improved Gray Wolf Optimized
Enhanced Random Forest (IGWO-ERF)

Artificial intelligence (Al) has a long way to go before it can imitate human intuition as well
as behavior; sarcasm and humor are two of the most fundamental human traits yet to be
mastered. Although there are several machine learning algorithms designed for this purpose,
there are numerous unique challenges associated with classifying text based on sentiment.
Figure 2 shows the sarcasm detection based on social media. The sarcasm detection proposed
an Improved Gray Wolf Optimized Enhanced Random Forest (IGWO-ERF).

Figure 2: Sarcasm (Source: https://www.researchgate.net/figure/Tag-Cloud-of-Twitter-
features-to-detect-Sarcasm_figl_319620213)
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3.4.1 Enhanced Random Forest (ERF)

An assembly of random trees is produced by using a classification method known as the
random forest algorithm. The algorithm for creating classification and regression trees, called
CART, is the decision tree approach that represents the norm. A CART tree comprises several
nodes, including a central node, branching nodes, terminal nodes and connecting edges. The
most crucial processes are selecting the most appropriate variables to serve as nodes and
determining the most proper points of division between those vertices. This guarantees that
the progeny nodes will be more precise than their parents. The CART technique uses the Gini
index as a means of determining the degree of impureness associated with each node. Provided
that it has a node s as well as the anticipated probability of each class, an expression for the
Gini index at node s is o(d|s) (s = 1,...S) below in Equation (4):

H(S) = Tdysa, 0(d1 [$)o(dz]s) = 1 = Fi=; 0*(d-5) (4)

Let t function as the branching point of the node s, which divides the node into two distinct
parts, each of which has a percentage, 0q , t is the number of samples that corresponds to (SQ)
and a proportion, Ok , is assigned to Sk , i.e., 1 . As a result, the decline in the Gini index of
impurity is due to 0Q+9k specified in this way as shown in Equation (5)

AH(ts) = H(s) — 0H(Sq) — oxH(sk) (5)

The ideal variation t™ and the ideal dividing point i that result in the greatest reduction in the
Gini impurity are ascertained as shown in Equation (6).

% ux max
t',i" =arg  ; AH(ts) (6)

The CART algorithm makes repeated calls to the above function to produce a tree. Bagging
theory and random subspace theory are combined in an ensemble model known as a random
decision forest that is derived from the CART method. To be explicit, the CART method
educates a collection of decision trees via the use of each non-leaf node containing a bootstrap
sample and a set of variables that were randomly selected. Every one of the forest's trees has
the potential to develop its maximum height to an endless level as long as the leaf nodes remain
unadulterated. Random Forest algorithm is shown in Algorithm 1.

Algorithm 1: Random forest algorithm

Forj = 1 toA, do
DrawabootstrapsampleofsizeMfromthetrainingdata;
whilenodesize ! = minimumnodesizedo
Randomlyselectasubsetofnpredictorvariablesfromtotalo;
For < 1 tondo
ifthepredictoroptimizesthesplittingcriterion, then

Splittheinternalnodeintotwochildnodes;

Nanotechnology Perceptions Vol. 20 No. S3 (2024)



Sarcasm in the Digital Age... Sakshi Sobti et al. 952

break;
end
end
end

end

3.4.2 Improved Gray Wolf Optimization (IGWO)

Grey wolf packs served as an influence for IGWO due to its social organization and hunting
prowess. The algorithm reaches its optimal state by simulating the behavior of a collection of
improved grey wolves as follow prey, surround prey, hunt prey and attack prey. The improved
grey wolf's hunting process consists of three stages: stratification based on social hierarchy,
encircling the prey and attacking.

Inspiration: Improved Grey wolves have a stratified social order. There is a male and female
leader. Decisions on where to hunt, where to sleep, when to get up are delegated to the alpha.
The pack must go where the leader decides to go. The grey wolf pack structure includes a
secondary group known as the beta pack. The betas are the wolves in the pack that are second
in command and help the alpha with decision-making and pack management. In the event of
the death or incapacitation of an alpha wolf, the pack will elevate the status of the beta wolf to
that of the pack leader. The improved gray wolf ranks dead last among mammals. The omega
serves as a hapless spectator in this scenario. When several alphas are in the pack, the alpha
wolf must take a back seat. The wolves that are fed right now are the very last of their species.
The people in the fourth category are called subordinates (sometimes called deltas), depending
on the source. Delta wolves are submissive to alphas and betas, but exercise authority over
omegas. Among the Deltas, there are scouts, sentinels, elders, hunters and caretakers, among
many other specialized duties. Mathematical Modeling: The pack must first surround the target
to chase it. The following Equation (7-8) is used to represent encircling behavior
mathematically.

W(s + 1) = Wy(s) + B,C (7)
€= [D,W,(s) = W(s)| (8)
The B, Dcalculations for vectors follow the Equations. (9 and 10)

B=2Bg-b ©)
D = 24, (10)

The mechanism of bis reduced linearly from iteratively reducing a random vector from (2, 0)
to (0, 1), where g1, g2 are random numbers. During a hunt, the alpha acts as the leader. The
beta and the delta sometimes go on hunting expeditions together. To mathematically model
the hunting behaviour of grey wolves, we need to know where their prey is located and this
information is believed to be included in the alpha (best candidate solution), beta and delta.
Positional adjustments are necessary for other search agents, including the omegas, so that are

Nanotechnology Perceptions Vol. 20 No. S3 (2024)



953 Sakshi Sobti et al. Sarcasm in the Digital Age....

in line with the top three solutions found so far. In Equations (11, 12 and 13) should reflect
any changes to the wolves' locations.

Co = [DyW. — W|,Cg = |D, W — W|C5 = |Ds W5 — W (11)
W, = W, — &y.Co|, W, = [Wy — By Cp|[Ws = [Ws — A5 . Cs (12)
W(s + 1) = WatWatWs (13)

3

Finally, the GWO parameter has been updated b, determining how much of a price to pay for

exploration vs exploitation. The parameter b, using the Equation (14), ranges from 2 to 0 and
it is updated linearly with each cycle.

g 2

b=2-s

) MaxXijter (14)
Where, s the number of iterations and maxiter is the maximum number of iterations that can
be used for optimization.

4. Results
4.1 Experimental Setup

The study used a Windows 8.1 operating system and a setup with a 2.33 GHz CPU and 4 GB
of RAM. Python was used in the testing process. The objective of sarcasm detection in social
media is to discover as well as categorize text or communications with ironic or mocking
purposes in a funny or critical fashion and to tell them apart from straightforward, nonsarcastic
statements. Social media sarcasm detection using IGWO-ERF methods was offered. The
ability of the model to identify sarcasm has been evaluated using a variety of metrics, including
accuracy detection, precision, recall and fl-score, with findings demonstrating that it beats
opinion mining methods. When compared to state-of-the-art methods like K Nearest Neighbor
(KNN) [20], Maximum Entropy (ME) [20] and Support Vector Machine (SVM) [20], our
suggested technique, IGWO-ERF, performs much better.

4.2 Detection Accuracy

An accurate machine learning or natural language processing model can recognize and
categorize sarcastic detection in social media posts. This statistic usually measures the
proportion of properly identified strange remarks to the total number of statements. Accuracy
is determined by comparing original data categories to anticipated categories. A reliable
prediction occurs when the expected and actual categorizations coincide. To measure
precision, divide the number of correct forecasts by the total number of suggestions. Table 1
and Figure 3 show the comparison of accuracy detection.

Table 1. Comparison of Detection Accuracy [Source: Author
Methods Detection Accuracy (%)
RF [20] 83.1
KNN [20] 815
ME [20] 774
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| GWO-ERF [Proposed] | 96.1 |

The following table compares the detection accuracy rates of many popular methods. In
comparison to the results obtained by RF [20], KNN [20] and ME [20], the suggested GWO-
ERF approach achieved an outstanding 96.1%.

Detection Accuracy (%)
» (-3 -3
o o o
1 1 1

N
=3
1

T T T T
RF [20] KNN [20] ME [20] IGWO-ERF
Methods [Proposed]

Figure 3: Detection Accuracy [Source: Author]
4.3 Precision

Precision in social media sarcasm detection is the model or system's ability to recognize actual
sarcasm among the total number of occurrences it labels sardonic. It assesses how the
algorithm avoids misclassifying non-sarcastic utterances as sarcastic, increasing the
confidence that the recognized sarcastic comments are sarcastic. Performance is sometimes
measured by the way that outcomes fit a category. A model determines the percentage of
effective positive predictions from the total number of actual positive forecasts. Table 2 and
Figure 4 show the comparison of precision

Table 2: Comparison of Precision [Source: Author]

Methods Precision (%)
RF [20] 91.1
KNN [20] 88.9
ME [20] 84.6
GWO-ERF [Proposed] 94.23

The suggested GWO-ERF algorithm outperformed RF [20] by 91.1%, KNN [20] by 88.5%
and ME [20] by 84.6% to reach the maximum accuracy.
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Figure 4: Precision [Source: Author]
4.4 Recall

Multiplying the proportion of accurate positive predictions by the percentage of incorrect
negative predictions yields the recall value. The algorithm's accuracy in training data
classification is shown. Sarcasm detection via social media requires a model or system to
identify and extract the instances of acidic material from a dataset or stream of social media
postings. The percentage of accurate recognitions measures the detection system's

performance in detecting sarcastic postings. Table 3 and Figure 5 show the comparison of
Recall.

Table 3: Comparison of Recall [Source: Author]

Methods Recall (%)
RF [20] 73.4
KNN [20] 72
ME [20] 67
GWO-ERF [Proposed] 92.33

Recalls are 73.4% for RF [20], 72% for KNN [20] and 67% for ME [20] were overtaken by
the 92.33% attained with the proposed GWO-ERF.
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Figure 5: Recall [Source: Author]
4.5 Fl1-score

The F1-score measures a machine learning model's ability to distinguish sardonic and non-
sarcastic material in social media messages. It balances accuracy (the percentage of identified
sarcasm that is truly sarcastic) and recall (the proportion of actual sarcasm that is accurately
recognized) to assess the model's ability to differentiate it from ordinary material. The F1 score
is a standard performance statistic for task categorization. A high-quality F1-score implies a
balanced model for accuracy and recall. Table 4 and Figure 6 show the comparison of the F1-
score.

Table 4. Comparison of F1-score [Source: Author]

Methods F1-Score (%)
RF [20] 81.3
KNN [20] 79.6
ME [20] 748
GWO-ERF [Proposed] 90.12

With an F1-Score of 90.12%, the suggested GWO-ERF method outperformed RF [20], KNN
[20] and ME [20], which had scores of 81.3%, 79.6% and 74.8%, respectively.
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5. Discussion

The paper discusses the study on sarcasm detection, using data collected from social media
and online retail platforms like Twitter and Facebook. Context-based, machine learning-based,
pattern-based and rule-based methods are discussed in detail, in addition to the many aspects
that are used by each of these four separate approaches. The incongruity in the text was the
primary factor that led to the formation of sarcasm; nevertheless, to identify sarcasm, the
detection method can involve seeing beyond this incongruity. The paper discusses the wide
range of difficulties associated with sarcasm detection and it explains recent developments in
the techniques employed for sarcasm identification. In the last step of this research project, a
comparison study is conducted on four algorithms: K-nearest Neighbors (KNN) [20], Support
Vector Machine (SVM) [20] and Maximum Entropy (ME) [20]. These algorithms were used
to identify whether or not a given dataset included sarcastic data. Accuracy, recall, precision
and F1-measure are the four performance measures used to compare a study.

6. Conclusion

The unboundedness of sarcasm means it is difficult for a computer to understand human
emotions in general, particularly sarcasm and we are well aware of this. Algorithms must be
processed repeatedly for a computer to get used to these recurring challenges. Reading people's
tweets to understand their feelings about a topic is an interesting exercise. As a result, the
primary focus of this work is on the problem of sarcasm detection using Twitter data, which
is changing. After-sale support and customer satisfaction can be improved by reviewing client
comments and complaints with an understanding of their motivations. In this paper, we
proposed IGWO-ERF techniques for detecting Twitter-based sarcasm. This study obtained the
EDNN-LSTM with 96.10% accuracy, 94.23% precision, 92.33% recall and 90.12% F1-score
utilizing our proposed approach. Research into this area can shed light on how a computer
could recognize sarcasm and might be used in the future to identify sarcastic tweets as either
positive or negative sarcasm. The same method can be used for the elaborate forms of sarcasm
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such as satire, pun, banter, comedy, etc., allowing a computer to grasp them better and make
the appropriate conclusion.
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