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The timely and correct diagnosis of tuberculosis represents a major barrier in worldwide medical
services despite breakthroughs in medical diagnostics. The specificity and sensitiveness of
traditional techniques are limited, which can cause a delay in diagnosing and less than ideal
treatment results. An inventive and effective diagnostic strategy is needed to boost patient results
and promote public health initiatives by increasing the rapidity and precision of tuberculosis
identification. To overcome these obstacles, this study intends to investigate the possibilities of a
new intelligent Emperor Penguin Optimized LightGBM (IEPO-LGBM) technique for tuberculosis
examination, with an emphasis on enhancing prompt treatment and diagnosis accuracy. This study
uses a dataset that was taken from a Kaggle source to test the proposed strategy, which is developed
using a Python tool. Additionally, a comparison between the suggested and current approaches is
achieved. The outcomes show the suggested IEPO-LGBM approach performs in comparison to
current diagnostic techniques, with noticeable gains in sensitivity, specificity, accuracy, and
precision. The study emphasizes how cutting-edge IEPO-LGBM method might help with early
tuberculosis diagnosis and treatment, which will aid in the global fight against this infectious
disease.

Keywords: Tuberculosis; medical services, identification, intelligent Emperor Penguin
Optimized LightGBM (IEPO-LGBM).
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1. Introduction

Tuberculosis (TB) is a microbial infection characterized by Mycobacterium tuberculosis that
affects the lungs but can damage any function in the body. It is a significant environmental
health danger around the world because it is transferred through the environment when an
affected individual coughs snheezes or breathes [1]. Figure 1 shows the representation of
mycobacterium tuberculosis. Chronic cough, chest pain, loss of weight, exhaustion, fever, and
night sweating are all indications of tuberculosis. Molecular tests, chest X-rays, and sputum
smear microscopy are common diagnostic procedures.
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Figure 1: Representation of mycobacterium tuberculosis (Source:
https://www.medindia.net/patients/patientinfo/tuberculosis.htm)

Immediately Observation Treatment, Short-Course (DOTS) is a standard method of treatment
that incorporates a sequence of antibiotics consumed over a period of time. Subsequently,
productive concern is complicated by the rise of resistant to drug varieties, particularly
multidrug-resistant tuberculosis (MDR-TB) and extensively drug-resistant tuberculosis
(XDR-TB) [2]. Extensive administration of the Bacillus Calmette-Guérin (BCG) vaccine,
enhancement of diagnostic techniques, and implementation of policies to ensure the
completion of treatment regiments to restrict the establishment of drug sensitivity and reduce
transmissions are all part of the international effort to control tuberculosis.

Early identification of TB is essential because it promotes earlier treatment commencement,
decreasing the aggressiveness of the infection and the possibility of consequences. Untreated
cases of tuberculosis can transmit the infection to others because it is an airborne illness [3].
Isolating TB cases appropriate assists in preventing the spread of the disease and protect
susceptible populations. The correct medications and handling of drug-resistant strains can be
administered to patients after a comprehensive diagnosis has been made. Drug-resistant
tuberculosis is more difficult and expensive to treat, and it might develop if a patient's
diagnosis is incorrect or delayed [4].

Machine learning (ML)-based tuberculosis (TB) prediction is an emerging strategy for
combating this global health threat. In resource-limited situations where standard diagnostic
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tools can be unavailable or insufficient, tuberculosis (TB) continues to be a serious threat to
human health [5]. MLs pattern-recognition abilities and capacity to analyze extensive
information provide a useful tool for generating immediate and accurate TB predictions [6].
These systems can assist in the early diagnosis and prediction of tuberculosis, opening the
opportunity for preventative measures and lessening the probability of subsequent community-
wide spread [7]. Diagnostic interruptions, dependence on inferior sensitivity microscopy, and
culture-based processes with delayed reaction durations are all traditional constraints in the
evaluation of tuberculosis that prevent immediate diagnosis and treatment initiation, especially
in resource-limited circumstances. Additionally, TB predictions employing machine learning
has the ability to manage the difficulties of drug-resistant TB strains, opening the possibility
of individualized treatment plans and enhanced patient outcomes [8]. Significantly enhancing
diagnostic capacities and advancing TB assessment methodologies, the represent demands to
establish the usefulness of the demonstrated strategy, which will eventually assistance
globalization initiatives to manage and prevent tuberculosis infections.

2. Related works

According to the author of, [9] presented a deep learning method for detecting and
identification of drug-responsive Mycobacterium TB bacteria utilized sputum microscopic
images. According to the significant responsiveness, their technique has the possibility to be
developed to become an essential and generally available diagnostic instrument for
Tuberculosis identification. Research [10] employed an EfficientNet-B4, ResNet50, and
ResNet-18 structures to simulate tuberculosis (TB) images with the intention of optimizing the
efficiency of detection. Findings of employed deep learning have been encouraged in multiple
sectors, except investigation into its potential use in TB diagnosis remains in inception. Study
[11] developed an AutoEncoder convolutional neural network (AECNN) was an exciting
technique for inappropriate tuberculosis categorisation that integrates Convolutional
characteristic extracting regarding AutoEncoder's unsupervised capabilities to constitute an
AE-CNN block and then employ deep learning to establish the AECNN's equivalent deep
network approach, which methods and analyse the entire ROl image. Especially compared to
existing machine learning techniques, dramatically increased the efficiency of tuberculosis
categorisation. Paper [12] presented a ConvNet algorithm instructed on VGG16 to detect
tuberculosis (TB) in individuals by evaluating ChestXray14 (CXR) images. Implementing a
CNN, subsequently, eliminates the demand to construct complicated separation techniques,
which can be time-consuming, expert-intensive, and consequently insufficient for other
problems with an equivalent concentration. To assess [13] the efficiency of three pre-trained
deep convolutional neural network DCNN algorithms for exterior TB detection employing
CXRs. Despite deep learning has subsequently demonstrated impressive outperformance in a
variation of categorisation challenges across several categories, its potential to detect
tuberculosis continues to be inadequate. The author of, [14] presented the technique for TB
detection by applying a "Bayesian-based convolutional neural network (B-CNN)." The
findings demonstrated that B-CNN is superior to its competition in identifying TB and non-
TB experimental CXRs in aspects of efficiency, variability in the estimated probability, and
simulation confidence. Paper [15] developed a CNN-based automatic technique for sputum
smear-based TB detection. The equipment enables specialists to establish more exact
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diagnoses in a reduced amount of time and ultimately improve patient care.

To developed a deep learning to detect tuberculosis in chest radiographs from annual
individuals' medical assessment information and compared the efficacy of “convolutional
neural networks (CNNs)” trained on “images (I-CNN)” compared to CNNss trained using both
“demographic (D-CNN)”[16] . The findings demonstrated that economic considerations and
machine learning can potentially enhance the efficiency of chest X-rays to diagnose
tuberculosis. Study [17] provided a smartphone-based, machine learning-integrated plasmonic
ELISA for detecting antibodies to tuberculosis antigens. The indicated adaptive technology
endures a clinical evaluation to determine its real-time computing features, and data mobility
outperforms individuals of previous structures, which utiliseopto-mechanical attachments to
generate predictions. Author [18] presented an ML method to assist TB treatment operators in
identifying which individuals need assistance from frequent monitoring appointments. Their
suggested technique can improve the individual's substance management of TB program
organizations, leading to more successful outcomes and, ultimately, more lives saved. Article
[19] employed image preparation methodologies, deep learning strategies, and a distributed
collection of 7,000 chest X-ray scans to diagnose tuberculosis in these images. The findings
of the experiment investigation demonstrated that the “DenseNet201-XGBoost” framework
designed exhibits superior performance compared to the competitive “ResNet101-XGBoost”
and “VGG19-XGBoost” concepts. Author [20] presented a technique that integrates
constructed characteristics with deep CNN features to enhance TB diagnosis in (CXR) images.
The suggested technique was implemented in a weight examination instrument for CXR-based
TB evaluation, as demonstrated by experimental findings.

The additional divisions of this article are as follows: Introduces related works in Part 2, Part
3 discusses the methodology, Part 4 results and discussion, and Part 5 concludes the paper.

3. Methodology

In this study, we present the intelligent emperor penguin optimization lightGBM method
(IEPO-LGBM), a novel technique for predicting tuberculosis. The dataset was gathered from
Kaggle.

3.1 Dataset

We gathered the dataset from Kaggle,
https://www.kaggle.com/datasets/saife245/tuberculosis-image-datasets. The dataset relates to
tuberculosis and is derived from a sputum sample. Specialized technology and equipment have
been developed for the purpose of extracting a sample from sputum. The dataset has a total of
928 sputum images, each accompanied by bounding boxes that indicate the presence of 3734
bacilli. Figure 2 shows the sample Image:
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Figure 2: Detection of tuberculosis bacilli

(Source: https://www.kaggle.com/datasets/saife245/tuberculosis-image-datasets)
3.2 Intelligent emperor penguin optimization lightGBM method (IEPO-LGBM)

The technique's intention is to improve the model's prediction effectiveness in tuberculosis
detection by optimizing its information collection and adjusting parameters. It enhances the
reliability and efficacy of tuberculosis prediction by utilizing the aggregate intellect of the
penguin-inspired optimization technique and the adaptability of LightGBM. This
revolutionary combination of methods has the opportunity to improve the efficiency and
completeness of diagnosis, contributing to the early detection and treatment of tuberculosis, a
significant element in reducing the disease's spread and effect.

3.2.1 Intelligent emperor penguin optimization

The Intelligent Emperor Penguin Optimization (IEPO) algorithm is a computational
methodology that derives inspiration from the cooperative interaction of Emperor penguins.
When utilized in the environment of tuberculosis prediction, the technique utilizes to enhance
the efficiency and effectiveness of predictive models. By identifying and optimizing model
characteristics and parameters, it improves the precision of tuberculosis risk evaluation, hence
assisting in the prompt identification and management of the disease, a critical aspect for
disease management and enhancement of public safety.

Emperor Penguin Optimizer emerge to generate a solution for the characteristicD. The
performer mechanism increases the frequency at resulting in the structure connects. It enables

us to convert the calculation into a balanced form and derive the subsequent expression forD
as shown in Equations (1-3)

—

Dj.1 = 1.07 (7.9D; — 23.3D} + 28.7D} — 13.3D}") (1)

The convergence difficulties with variables are addressed by employing Lévy fight. The
following is an example of how an accidental guide examine is used to regulate specific
examine:

Kf(x) ~x 1 Tx =2

2)

1
|Alz
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Therefore, the modified calculation as follows:

OroUa +1) = (0Ua) — B X Cro X Kf(5)) 3)

A sequentially examine method and particle swarm optimization, two more optimization
methods, are also compared and evaluated. When multiple characteristics are considered in
the optimization, IEPO has been demonstrated to produce superior outcomes in the simulated
environment than two other methods. Furthermore, the IEPO technigue may settle the optimal
solution with a perfection of 8% with primarily than 66% repetitions. In this investigation, the
cost function (CF) utilized is the life cycle cost (LCC), which includes the costs associated
with the energy and optimization processes.

3.2.2 LightGBM method

The Light Gradient Boosting Machine (Light GBM) technique is employed for tuberculosis
prediction, utilizing machine learning algorithms to examine patient information and medical
elements. Light GBM improves the early identification and risk assessment of tuberculosis by
considered several characteristics, such as medical history, demographics, and symptoms. This
facilitates immediate management and mitigates the responsibilities of the disease.

LightGBM attempts to identify an approximation é(w)to a specified function e*(w) that
minimises the anticipated magnitude of a particular damage operate K(z, e(w)) assigned the

supervised instruction collectioni/ = {(wj,zj)};n:l.
é = argmin FowK(z,e(w)) (4)

To simulate the ultimate demonstrate, LightGBM combines several S regression trees =
Z§=1 es(W)

es(W) = Xi-1es(W) (%)
The decision principles of the graphs and the sample weights of the leaf nodes might be
represented as x, .y, 7€{1,2, ..., I}for the prediction graphs. Therefore LightGBM would be
instructed as consequently, in an incremental fashion: The scientific examine is employed to

estimate the desired operation in LightGBM. The equation can be simplified by eliminating a
continuous become (6) illustrated below.

Ig =Y, hies(w;) + %gjesz w;)) (6)

Where h; and g; are the damage function's initial and secondary variation information,

respectively. Let J; stand for the leaf isampling collection and a possible transformation of (7)
as follows:

Iy = S (B0 h) x; + 5 (5T, 95 + A) x2)) (7)

Applying the preceding equation provides the optimum leaf weight evaluations of individual
leaf node x;and the maximum value of I for a given tree structurer(w).
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Where r is the excellence of the specimen framework, and I3"is an achieving mechanism
evaluating that efficiency. Subsequently, the combined impartial variable is shown in Eq. (4-
10):

m 2 2
gl ey h)? +(Zje1th) O]
2 ijé]ng+l ]'né]Qg]'-Hl Z;’é]gj+l

(10)

Whereas Jx and J, are the collection establishes the right and left subdivisions,
correspondingly. LightGBM is an efficient way for analyzing large-scale information and
characteristics because, despite standard GBDT-based methods, including XGBoost and
GBDT, it might establish the tree instead than horizontally. Forecasting performance is highly
dependent on the hyper-parameters. As a result, they are required to estimate how many hyper-
parameters LightGBM. The number and range of variation of LightGBM's hyper-parameters
is required to be established prior to its use.

3.2.3 Intelligent emperor penguin optimization lightGBM method

To assume the effects of Tuberculosis (TB) administration, investigators have combined the
Intelligent Emperor Penguin Optimization (IEPO) methodology with the Light Gradient
Boosting Machine (LightGBM). The new hybridization employs the unique qualities of
approaches, boosting the overall predictive capacities and managing the difficulties connected
with TB diagnosis and prediction. The hybrid model exhibits improved effectiveness in TB
predictions by combining this method with LightGBM, an efficient machine-learning
technique recognized its performance in processing immense information and complicated
feature interactions. Algorithm 1 shows the pseudo-code for (IEPO-LGBM).

Algorithm 1: Pseudo-code for intelligent emperor penguin optimization light GBM method

import lightgbm
import emperor_penguin_optimization
data = load_dataset()
features = data.drop('target’,axis = 1)
target = data['target’]
parameters = {
'boosting_type':'gbdt’,
‘objective’: 'regression’,

'"num_leaves’: 31,
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'n_estimators’: 100

¥

population_size = 20

max_generations = 50

initial_solution = initialize_solution()

best_solution = initial_solution

for generation in range(max_generations):
fitness_scores = evaluate_fitness(features, target, parameters, population)
best_solution = update_best_solution(fitness_scores, population, best_solution)

population =
emperor_penguin_optimization.update_population(population, fitness_scores)

best_parameters = best_solution
model = lightgbm.train(best_parameters,train_set)
predictions = model.predict(test_data)

print("Final predictions: ", predictions)

4. Result and discussion

The proposed approach has been implemented employing the Python 3.11 platform, Tensor
Flow version 1.14.0, and Anaconda version 2019.07. The laptop is equipped with the OS- 10,
with a Ryzen 5 processor and 6 GB of RAM. The performance of the proposed method is
analyzed depending on a number of factors, including accuracy (%), Precision (%), and
Sensitivity (%), and Specificity (%) to assess the effectiveness of the proposed technigue in
comparison to existing approaches, such as “Support Vector Machine (SVM)” [18], “Neural
networks (NN)” [18], “Random forest (RF)” [18].

Accuracy: measure of the efficacy of a machine learning model is the proportion of anticipated
outcomes, which serves as an indicator of its accuracy. Higher levels are indicative of better
performance. Loss: measures the difference between expected and realized results. A lower
loss indicates that the model is more effective at diagnosing tuberculosis, which improves the
model's therapeutic effectiveness Figure 3.
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Figure 3: Result of accuracy loss [Source: Author]

Predictive performance determines for tuberculosis and examines a system can recognize TB
instances. The correctness of case predictions are measured as a percentage of complete
occurrences. Figure 4 provides the accuracy comparison. Our suggested approach (IEPO-
LGBM) has obtained (84.60%) while existing SVM, NN, and RF obtained 74.23%, 73.45%,
and 76.32%. Our research findings indicate that our proposed approach achieves a
significantly higher accuracy for tuberculosis prediction.
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Figure 4: Result of accuracy

The efficiency of a tuberculosis prediction model is characterized as the proportion of
appropriately identified instances compared to the total number of optimistic
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recommendations. Figure 5 depicts the precision result. When comparing the proposed method
(IEPO-LGBM) (80.90%) with the existing method SVM (70%) and NN (48.16%) and RF
(67.55%), it shows that our proposed method is higher than the existing method. As a result,
our proposed method is superior for the Tuberculosis Assessment. Table 1 shows the accuracy
and precision of outcome values.
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Figure 5: Result of precision

Table 1: Result of Accuracy and Precision

Methods Accuracy (%) Precision (%)
SVM 74.23% 70.62%
RF 76.23% 67.55%
N net 73.45% 48.15%
IEPO-LGBM [Proposed] 84.6% 80.9%

Tuberculosis prediction analyzes its capability to recognize authentic positive cases, testing
the model's performance in recognizing persons with tuberculosis, which is critical for early
diagnosis and treatments. Figure 6 depicts the Sensitivity result. When comparing the proposed
method (IEPO-LGBM) (86.98%) with the existing method SVM (44.04%) and NN (65.93%)
and RF (62.31%). It demonstrates that our proposed technique outperforms the existing
strategy. This indicates that our suggested strategy is more effective for tuberculosis.
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Figure 6: Result of sensitivity
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Analyze its performance in identifying realistic negative and evaluate how it can categorize
instances that are actually tuberculosis cases. Figure 7 depicts the Specificity result. When
comparing the proposed method (IEPO-LGBM) (91.90%) with the existing method SVM
(90.22%) and NN (76.00%) and RF (83.88%), it shows that our suggested approach is better
than the existing approach. The results demonstrate that our suggested technique has a much
higher specificity than the existing methods. Table 2 shows the sensitivity and specificity
outcome values.
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Figure 7: Result of specificity
Table 2: Result of Specificity and Sensitivity

Method Sensitivity Specificity
SVM 44.04% 90.22%
RF 62.31% 83.88%
N net 65.93% 76.00%
IEPO-LGBM [Proposed] 86.98% 91.90%

5. Conclusion

Considering significant developments in medical diagnostics, tuberculosis detection
represents an important concern in worldwide healthcare. The constraints of traditional
approaches generally originate in diagnostic interruptions and inadequate therapeutic
effectiveness. In this investigation, we suggest a revolutionary, intelligent Emperor Penguin
Optimized LightGBM (IEPO-LGBM) technique to overcome these obstacles and improve the
efficiency and consistency of tuberculosis identification, consequently enhancing patient
experiences and promoting public health programs. To evaluate the IEPO-LGBM method, the
researcher used a Kaggle dataset and Python software to do a comparative analysis with
established approaches. To evaluate the performance of the proposed method in terms of
sensitivity (86.98%), specificity (91.90%), accuracy (84.60%), and precision (80.90%) and
experimental findings shows that our proposed method is effective in predicting TB. Machine
learning-based tuberculosis prediction may require connection to significant equipment, which
may be limited in resource-constrained regions. Internet access, computer infrastructure, and
Nanotechnology Perceptions Vol. 20 No. S3 (2024)
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qualified workers may not be easily accessible. The future scope includes establishing
resource-efficient ML techniques that can execute on low-power equipment, offline, or with
inconsistent connection. Standardized user experiences and automatic model updates may
enable larger use in resource-limited environments for early tuberculosis prediction and
improved healthcare access.
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